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Abstract

Remote learning environments have reduced the ability of educators and parents to observe whether
students remain attentive during extended study sessions. To address this challenge, this work describes
the design and implementation of the Attention Companion App, a desktop application that estimates user
focus in real time using a standard webcam. The system relies on computer vision techniques to analyze
facial presence, head posture, and relative viewing distance without requiring any specialized hardware or
wearable sensors. The application processes webcam frames at one- second intervals and computes an
attention score using a weighted combination of postural stability and distance normalization. Head
position changes are used as behavioral indicators of reduced alertness, while frame-relative facial size is
used to compensate for natural user movement toward or away from the camera. Sustained low-attention
states trigger automated email alerts to designated recipients, enabling timely intervention. In addition to
real-time monitoring, the system generates session reports that summarize attention trends and application
usage patterns, helping guardians and educators identify recurring distractions. Experimental evaluation
under typical home study conditions demonstrates reliable performance using consumer-grade hardware,
confirming that effective attention monitoring can be achieved using accessible and non-intrusive
technologies.
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I. INTRODUCTION

The rapid shift toward online and remote learning has changed how students engage with
academic material. While digital platforms provide flexibility and accessibility, they remove the natural
supervision present in physical classrooms. In traditional settings, teachers can quickly notice signs of
disengagement such as head drooping, loss of posture, or inattentive behavior. In contrast, remote study
environments often lack mechanisms to detect these cues in real time. Existing tools used in remote
education primarily track screen activity or application usage. Although such tools can identify whether a
student is interacting with educational software, they cannot determine whether the student is cognitively
engaged. A learner may appear active on a screen while being physically disengaged or drowsy, leading to
reduced learning effectiveness. More advanced attention-monitoring solutions rely on physiological
sensors such as EEG headsets or dedicated eye-tracking hardware. While accurate, these approaches are
costly, intrusive, and impractical for large-scale home deployment. As a result, there is a clear need for an
attention-monitoring solution that is affordable, privacy- conscious, and easy to use with commonly
available devices. This project was motivated by the observation that behavioral indicators—particularly
head posture and facial positioning—provide meaningful signals of attention loss and can be captured using
a basic webcam. The Attention Companion App was therefore developed to estimate attention levels using
non-invasive computer vision techniques and to provide automated alerts and analytical summaries that
support timely intervention during remote study sessions.

II. PROBLEM STATEMENT

Students participating in remote learning frequently experience unnoticed lapses in attention that
negatively affect comprehension and retention. Unlike classroom environments, home-based study
sessions do not offer continuous supervision, making it difficult for educators or guardians to recognize

WWW.ijres.org 147 | Page



Attention Companion App: Computer Vision-Based Real-Time Study Focus Monitoring System ..

when a student becomes distracted or drowsy. Current approaches to monitoring focus suffer from notable
limitations. Self-reporting mechanisms are unreliable due to bias and delayed feedback. Physiological
monitoring systems require expensive hardware and complex calibration, making them unsuitable for
everyday use. Screen-based activity trackers measure digital behavior rather than actual attentiveness and
fail to capture physical disengagement such as head drooping or sleep onset. Despite being strong
behavioral indicators, posture changes and head position shifts are rarely utilized in existing low-cost
systems. Furthermore, there is a lack of automated notification mechanisms that can inform responsible
stakeholders when sustained attention loss occurs without compromising user privacy. The objective of
this work is to develop a lightweight, webcam-based attention monitoring system that detects behavioral
signs of reduced focus, compensates for natural user movement, and delivers timely alerts while remaining
accessible and easy to deploy in typical home learning environments.

I11. SYSTEM ARCHITECHTURE AND DESIGN

3.1 Architectural Overview

The Attention Companion App was implemented as a desktop-based monitoring tool designed to run
continuously in the background during study sessions. Rather than relying on complex pipelines, the system
was intentionally kept lightweight so it could function reliably on standard student laptops without
performance degradation.

The core workflow begins with periodic frame capture from the built-in webcam. Each frame is
immediately simplified through grayscale conversion to reduce processing overhead and to improve face
detection consistency. Once a face is detected, only a small set of geometric features—specifically facial
position and size—are extracted. This design choice avoids computationally expensive landmark tracking
while still preserving meaningful behavioral cues.

Attention estimation is performed incrementally on each frame, and results are aggregated over time to
reduce sensitivity to brief, non-representative movements. When prolonged attention loss is observed, the
alert subsystem is activated independently of the main processing loop to ensure uninterrupted monitoring.
Session- level statistics are stored locally and compiled only when explicitly requested by the user,
preventing unnecessary resource usage during active monitoring.
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3.2 Data Flow Specification

The system executes a 1-second processing cycle continuously during active session:

Cycle Phase 1 - Acquisition (Milliseconds 0-100): Raw camera frame captured via VideoCapture.read()
operation, producing 640x480 BGR color matrix. Frame buffered in memory as OpenCV Mat object.
Cycle Phase 2 - Preprocessing (Milliseconds 100-150): Color space conversion from BGR to grayscale via
Imgproc.cvtColor(), reducing channel dimensionality from 3 to 1 and improving Haar-cascade
performance through histogram equalization.

Cycle Phase 3 - Detection (Milliseconds 150-300): CascadeClassifier.detectMultiScale() invoked on
grayscale frame, producing vector of facial bounding rectangles with parameters optimized for sensitivity-
specificity trade-off .

Cycle Phase 4 - Validation (Milliseconds 300-320): Detected rectangles ltered by minimum area
threshold (80x80 pixels) to eliminate hand gestures, shadows, and image artifacts. Single-face constraint
enforced via faces.get(0) selection.

Cycle Phase 5 - Analysis (Milliseconds 320-400): Posture score computation via vertical o set
calculation. Distance score computation via frame-relative normalization. Weighted combination:
AttentionScore = 100 x (0.7 x PostureScore + 0.3 x DistanceScore).

Cycle Phase 6 - Smoothing (Milliseconds 400-420): Raw score added to 30-point FIFO queue. Moving
average computed as >, (queue elements)/30. Average appended to separate historical timeline for alert
decision logic.

Cycle Phase 7 - Visualization (Milliseconds 420-450): Attention value rendered to AttentionGraphPanel
as new data point. Graph scrolls horizontally, maintaining 300-point visible window (5 minute history).
Threshold line at 50% drawn in red.

Cycle Phase 8 - Alert Logic (Milliseconds 450-480): If MovingAverage < 50%, increment
LowAttentionCounter. If LowAttentionCounter > 120 (2 minutes X 60 seconds), execute
triggerAttentionAlert() asynchronously. Counter reset to zero when attention recovers above 50%.

Cycle Phase 9 - Telemetry (Milliseconds 480-500): Session statistics updated: total frames processed,
cumulative attention sum, minimum/maximum values, alert trigger count. Remaining processing time
available for UI updates (< 500 milliseconds per cycle).

Attention-Aware Learning Companion - X

B msop Fullscreen Status: TRACKING
Session Log . .
[22:17:05] === SESSION STARTED === Attention Metrics
[22:17:05] Face detection: ACTIVE
[22:17:06] App monitoring: ACTIVE
[22:17:06] Initializing camera...
[22:17:10] @ Camera ready. Starting tracking...
[22:17:11] Attention-Aware Learning Companion [NEUTRAL]
[22:17:15] AttentionCompanion - AttentionCompanionUl.java [STUDY]
[22:17:20] (no title) [NEUTRAL]
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[22:17:24] New Tab - Google Chrome [NEUTRAL] T
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[22:17:32] Google - Google Chrome [NEUTRAL] o: 00:39
[22:17:38] Attention-Aware Learning Companion [NEUTRAL]
Alert Settings

Send Alert To:
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Figure 2 : Attention Companion App User Interface displaying live attention ( green: attentive )
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Figure 3: Attention Companion App User Interface displaying live attention ( red: distracted )
3.3 Component Interaction Model

The application implements a push-based event notification model where the timer-driven main loop
initiates all downstream computations:

Synchronous Dependencies:

e Attention Estimator receives frame from main thread and returns score synchronously .
e  Graph visualization updates occur within main GUI thread .

e Alert decision logic executes serially within main thread .

Asynchronous Operations:

e Email sending offloaded to background thread via new Thread() instantiation.

e PDF report generation occurs asynchronously upon user request.

e File I/O operations non-blocking to UI responsiveness.

This hybrid approach balances responsiveness (core loop remains under 500ms) with resource
efficiency (expensive I/0 doesn't block perception).

Iv. ATTENTION SCORING ALGORITHM

4.1 Attention Scoring Methodology

Attention estimation in this system was approached as a behavioral inference problem rather than a
strict classification task. During early testing, it was observed that short-term head movements and posture
adjustments frequently caused abrupt score fluctuations. To address this, the scoring logic was designed to
prioritize stability and trend detection over instantaneous precision.

Face visibility acts as a prerequisite for analysis. When no face is detected, the system assumes the
user is disengaged or absent and assigns the lowest possible attention value. When a face is present, the
system evaluates how the user’s posture deviates from a neutral, upright position. Sustained downward
displacement of the face within the frame is treated as a strong indicator of reduced alertness.

Distance variation is handled separately to avoid penalizing users who naturally shift position while
studying. Instead of relying on absolute pixel values, facial dimensions are interpreted relative to the frame
size. This allows the system to distinguish between disengagement and normal ergonomic adjustments.
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The final attention value is computed by combining posture and distance indicators, with posture
contributing more strongly due to its observed relationship with drowsiness. Rather than reacting to
individual frames, the system maintains a rolling average to ensure that alerts are triggered only by
consistent attention loss patterns.

4.2 Sleep and Drowsiness Detection

Drowsiness is characterized by gradual loss of postural control, most commonly observed as
forward head tilt. The system monitors sustained deviations of facial position below the vertical center of
the frame to identify this condition. Short-term posture changes, such as looking down to read notes, are
filtered out by temporal averaging.

An alert is generated only when the smoothed attention score remains below the threshold
continuously for a predefined duration. This hysteresis-based approach prevents excessive notifications
while ensuring that genuine attention loss is reported promptly.

Alerts are delivered asynchronously via email to avoid disrupting the real-time monitoring loop.
This design ensures system responsiveness even under unstable network conditions.

4.3. Multi-Recipient Alert System

Alert generation in the Attention Companion App is based on persistence rather than instantaneous
attention drops. During preliminary testing, it was observed that short-term distractions—such as adjusting
posture or briefly looking away—frequently caused temporary reductions in attention scores without
indicating genuine disengagement. To avoid unnecessary notifications, the system monitors how long
attention remains below an acceptable level instead of reacting to individual measurements.

An internal counter is maintained during each session. When attention falls below the threshold, the
counter increases incrementally at fixed time intervals. If normal attention levels are restored, the counter
is immediately reset. Alerts are generated only when low attention persists continuously beyond the
configured duration, ensuring that notifications correspond to sustained focus loss rather than brief
fluctuations.

Recipient handling is designed to remain flexible while minimizing configuration effort. When a
valid email address is provided by the user, it is used as the primary alert destination. The design also
allows for future expansion to include additional guardian or instructor contacts. This layered approach
ensures reliable alert delivery while avoiding mandatory data collection that could reduce user adoption.

To preserve real-time monitoring performance, notification delivery is handled independently of
the main processing loop. Email transmission is executed in a background thread, allowing frame analysis
and attention estimation to continue uninterrupted. Each delivery attempt is isolated so that failures
affecting one recipient do not prevent notifications from being sent to others. Any errors encountered during
delivery are logged for diagnostic purposes without affecting system stability.

Secure email transmission is achieved using Gmail’s application-specific authentication mechanism
rather than storing account passwords directly. Communication is established using encrypted transport to
protect credentials and message content. In the event of network or delivery failure, the monitoring process
continues normally, and future alerts are attempted without interruption.

4.4. Session Analytics and PDF Reporting
4.4.1 Data Collection During Session

The system maintains several parallel data streams throughout an active session:

Attention Timeline: List contains one entry per second, complete temporal record of MovingAverage
attention metric

App Usage Map: Map accumulates milliseconds spent in each detected application window (via platform-
specific monitoring—Windows GetForegroundWindow(), Linux wmctrl, etc.)
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Alert Event Log: List records timestamp, trigger attention level, recipient count, and delivery
success/failure for each alert.

Session Metadata: Start time, end time, total frames processed, environmental notes (lighting conditions,
camera orientation, interruptions) .

7.2 PDF Report Structure
The generated PDF follows a structured format optimized for parental/educator interpretation:

Section 1 - Header and Session Metadata:
Report title: "Attention Session Report" Date and time range
Total duration and frame count

Section 2 - Attention Metrics Summary:
Average Attention: 72%

Maximum Attention: 98%

Minimum Attention: 12% Alert Trigger Count: 2
Low-Attention Time: 8 minutes 23 seconds
Focus Time (>50%): 34 minutes 37 seconds

Section 3 - Attention Time-Series Chart: Line graph with X-axis = elapsed time (minutes), Y-axis =
attention percentage (0-100%).
Green shaded region indicates > 50%, red region indicates <50% . Visual clarity enables quick
identification of attention patterns.
Attention Awareness Learning Companion
Session Report

SESSION SUMMARY
Average Attention : 91.9%

APP USAGE BREAKDOWN

Application Time (min) Type % Total

Attention-Aware 1.1 neutral 100.0%
Learning Companion

New tab and 6 more (0.1 neutral 5.6%
pages - Personal -
Microsoft Edge

New tab and 5 more 0.1 neutral 5.3%
pages - Personal -
Microsoft Edge

New tab and 4 more 0.1 neutral 3.8%
pages - Personal -
Microsoft Edge

Figure 4 : Session Report PDF showing attention analytics and application

Section 6 - Recommendations:

Automated suggestions based on detected patterns:

. If distraction app usage > 30%: "Consider blocking entertainment sites during study sessions" .
. If average attention < 60%: "Break sessions into 25-minute Pomodoro intervals with 5-minute
breaks" .

. If multiple alert triggers: "Establish consistent study location with minimal environmental
distractions".
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V. IMPLEMENTATION DETAILS AND TECHNICAL CONSIDERATIONS
5.1 JavaCV Framework Integration

Wrapper Architecture: JavaCV provides Java bindings to OpenCV C++ library via Java Native Interface
(JNI). This architecture provides:

Advantages:

o Full OpenCV functionality accessible from Java .

o Performance near native C++ implementations .

. Cross-platform compatibility (Windows, Linux, macOS) .

Disadvantages:

. Native library dependencies (.dll, .so, .dylib) must be available at runtime .

. Initial setup requires proper classpath con guration .

. JNI overhead reduces performance compared to pure C++ (typically 10-15% slower) .
5.2 Haar - Cascade Parameter Tuning

The default Haar-cascade parameters produce excessive false positives. Tuning parameters for
AttentionCompanionApp context:

scaleFactor = 1.05 (instead of default 1.1-1.3):

Lower values reduce scale-space steps, detecting faces at intermediate sizes. Increases computation (more
scales evaluated) but captures faces at varied distances.

minNeighbors = 2 (instead of default 5-6):

Reduces neighbor threshold for accepting face candidates. Lower values increase sensitivity (catches more
true faces) at cost of increased false positives. Value 2 balances detection reliability with computational
efficiency. minSize = (80, 80):

Filters detections smaller than 80x80 pixels, eliminating hand artifacts and shadows frequently misclassi ed
as faces.

Result: Parameter combination achieves 95% detection rate within 50-70cm range while maintaining
manageable false positive rate of 1-2%.

5.3 Queue-Based History Management

The 30-point FIFO queue provides:

Fixed Memory Usage: Queue capacity xed at 30 elements, no unbounded growth during extended sessions
Sliding .

Window Semantics: Automatically discards data older than 30 seconds, preventing stale historical data
from influencing current decisions .

Efficient Averaging: Sum maintained incrementally (add incoming, subtract outgoing) rather than
recalculating sum over entire queue each cycle. O(1) average computation instead of O(n).

private Queue history =new LinkedList<>(); private double runningSum = 0.0;

private final int WINDOW _SIZE = 30; public void add(double value) { history.add(value);
runningSum += value;

if (history.size() > WINDOW _SIZE) { double oldest = history.poll(); runningSum - = oldest;

}
public double avg() {
return history.isEmpty() ? 0.0 : runningSum / history.size();

}
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VI. PERFORMANCE EVALUATION AND VALIDATION
6.1 Detection Reliability Metrics
Testing across diverse environmental conditions and user populations:

Distance Performance:

Distance Detection Rate Sleep Accuracy False Positives

30-50cm 98.2% 94.1% 1.8%
50-70cm 95.3% 92.7% 0.9%
70-90cm 87.6% 89.2% 0.4%

Interpretation: System operates optimally within typical home study distances (50-70cm). Beyond 70cm,
detection becomes unreliable.

6.2 Computational Requirements Hardware Problem (tested configuration):
. Processor: Intel Core i5-8250U (4 cores, 1.6-3.4 GHz)

. Memory: 8GB RAM

o Webcam: Integrated HD camera (30fps capability)

Performance Metrics:

. Frame Processing Latency: 35-45ms per frame (well under 1000ms budget)
. FPS Achieved: 25-30 real-time fps (comfortably above 1Hz requirement)

o Memory Peak: 152MB during active session

o Memory Leak: None detected over 8-hour continuous operation

CPU Utilization:

. Main perception loop: 8-12% single-core utilization

o Email thread (during send): +2-4% brief spike

. PDF generation: +5-8% during report compilation

The system can operate on budget laptops and performs adequately alongside other applications .

6.3 Comparison with Existing Systems
Detsetln Distan Hardw Privacy
Metho n 3 i
System ce are Implicati
d Accurac
y Range Cost ons
AttentionC Haar+ 50- Céiridiiss
ompanion Postur  95% $0
70cm based
App e
EEG Brain $500- Physiologi
Systems [4] waves 98% N/A 5000 cal data
Eye 3 . Eye
Tracking Gzz;*» 96% :gcm fggg position
[5] pup data
Facial
Classroom Multi- . $100- e
AL[1] tace 88% Fixed 500 ;ecogmtlo
Screen App S
Time switch  60% N/A s0-100  Applicatio
: ndata

Monitor [7] ing

Attention Companion App achieves competitive accuracy with zero hardware cost and simpler privacy
implications than physiological systems.
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VILLIMITATIONS AND FUTURE WORK
7.1 Current System Limitations

Problem View Detection: Haar-cascade optimized for frontal faces. Problem views detected only when
face proportions align with frontal model, resulting in 30-40% detection degradation at 45° angles.
Lighting Sensitivity: Performance degrades in low-light environments (<50 lux). Grayscale conversion
loses feature discrimination when low-contrast images result from insufficient illumination.

Single-User Assumption: Current implementation assumes single face per frame. Multi user classroom
deployment would require face tracking, identification, and per-user attention aggregation—substantial
architectural changes.

Hand Artifact Sensitivity: Despite filtering rules, hand-face touching occasionally triggers false detections
near threshold boundaries.

10.2 Planned Enhancements

Dlib-Based Facial Landmarks: Replace Haar-cascade with 68-point facial landmark detection via Dlib.
Enables:

o More precise eye-aspect-ratio calculation for drowsiness detection .
o Profile and 3/4-view face recognition.
o Eye-gaze direction estimation .

Adaptive Lighting Compensation: Implement histogram equalization or infrared supplement for low-light
performance.

Multi-Face Support: Integrate Hungarian algorithm for face tracking across frames, enabling per-user
attention aggregation in group settings.

Machine Learning Refinement: Collect training data across diverse populations and environments, ne-
tune network for improved accuracy via transfer learning.

VIII.CONCLUSION

This work demonstrates that practical attention monitoring can be achieved using commonly available
hardware and simple computer vision techniques. By focusing on behavioral cues such as posture and
viewing consistency, the Attention Companion App avoids the cost and complexity associated with
physiological sensing systems.

The system was designed with real-world constraints in mind, including limited hardware resources,
privacy concerns, and the need for continuous operation during extended study sessions. Experimental use
under typical home conditions confirms that the approach provides meaningful insight into user focus
while remaining unobtrusive.

Future improvements will explore more detailed facial analysis and adaptive learning-based models to
further enhance robustness. However, even in its current form, the system provides a viable foundation for
supporting attention awareness in remote learning environments.
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