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Abstract

Image analysis has become an important tool in sports science. Traditional sports research relies heavily on
observation and measurement; however, these methods have limitations in speed of analysis of capturing
movement details, such as applying reflective labels. The human pose estimation (HPE) and rigid rotation
animation formation is important to coaches. They would know strength, flexibility, balance and aesthetics.
Traditional observation methods are insufficient to fully grasp its complexity, while imaging science research
can accurately capture the mechanical and aesthetic characteristics of movements, such as tumbling, jumping,
and supporting. Through image analysis, researchers can not only break down movements and detect errors, but
also establish standardized technical teaching and training procedure. From single photo human pose estimation,
its hard to judge the human movement rotation. Thus, this study wants to design an algorithm for calculating
rigid body human pose rotation from a video. The research result was that it proposed an algorithm to estimate
rotation from rigid body human pose. The detail of human movement from video was more important than pure
human key points from a single image.
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I. INTRODUCTION

In digital times and artificial intelligence age, image analysis has become an important tool in sports
science. Traditional sports research relies heavily on observation and measurement; however, these methods
have limitations in speed of analysis of capturing movement details, such as applying reflective labels. The
newer sports imaging techniques provides a more precise labelling of human pose and enabling the presentation
of athletes' postures, movements, and performance in a multi-viewer perspective. This trend not only aligns with
the global development direction of sports science but also responds to modern society's needs for health
promotion and improved athletic performance.

In competitive sports, the value of imaging science is particularly prominent. Through high-speed
photography, 3D motion capture, and image recognition technologies, sport scientist can deeply analyze
athletes' technical details, assist coaches in developing more precise training plans, and effectively reduce the
risk of injury. The scientific processing of image data means that improvements in athletic performance no
longer rely solely on experience-based judgments, but are built on objective and quantifiable evidence.

The human pose estimation (HPE) and rigid rotation animation formation is important to coaches. They
would know strength, flexibility, balance and aesthetics. Traditional observation methods are insufficient to
fully grasp its complexity, while imaging science research can accurately capture the mechanical and aesthetic
characteristics of movements, such as tumbling, jumping, and supporting. Through image analysis, researchers
can not only break down movements and detect errors, but also establish standardized technical teaching and
training procedure. From single photo human pose estimation, its hard to judge the human movement rotation.
Thus, this study wants to design an algorithm for calculating rigid body human pose rotation from a video.

II. LITERATURE REVIEW

Nowadays, there were 181,316 above of human pose estimations academic papers within ScienceDirect
database. If these would be limited into sport field, there were 8825 related papers. In this section, it would
discuss below.

Huang et al. [1] studied real-time HPE for sports combining IoT and deep learning. The need to
process large amounts of high-resolution image data quickly required significant computing resources. Exercise
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training was typically conducted in environments, changing lighting conditions and background disturbances,
which further affected the accuracy and robustness of pose estimation. In their study, the proposed algorithm
treated the lightweight and high-resolution networks.Ying et al. [2] proposed a HPE model based on few-shot
learning. Experimental results showed that the proposed model can identify basic human key points (HKP)
using only 10 support images, with a recognition rate of over 90%. Human skin color can include white, green,
black, or various other skin tones, which can cause distortion in HKP of images. When a human body is moving
at high speed, there may not be enough images available for prediction of HKP, which may lead to some errors.

Xiao et al. [3] studied HKP of HPE, especially in occlusion from object. The main method was to use
prior human knowledge to ensure the physical plausibility of the reconstructed posture, and then use reasoning
to determine the HKP. In their research, under complex lighting conditions, background noise image, self-
obscuring of limb images were caused inaccurate HKP.Fassold [4] proposed LiveSkeleton, which can treat
25fps of 5 people HKP at the same time. It was based on Scaled-YOLOV4 HKP of HPE. Cabahug et al. [5]
introduced smartphone application to examine gymnastics training. The system employed a four-layer
architecture, deployed on an iPhone 15 Pro Max, which used multiple cameras and LiDAR sensing. The video
recording was 30 frames per second (fps). The work demonstrated smartphone technology can serve as a motion
capture systems in practical sports applications. Haq et al. [6] applied HKP of HPE to fast-paced sports. The
precise body movements and techniques played a crucial role in success. In their paper, the 3D pose detection
methods and focus on visualizing HKP data for badminton players. Martinelli et al. [7] customized YOLO Ver.
11 implementation for cross-view sphere detection and 2D HPE and 3D reconstruction was performed through
geometric methods without fine-tuning the model for the human pose task. They provided a small set of labeled
data containing dribbling actions in individual basketball.

Nayak et al. [8] stated that artificial intelligence and its applications have not only had a profound
impact on academia and industry, but have also changed modern lifestyles, even extending to yoga and
spirituality. By testing and correcting yoga postures, combining artificial intelligence with yoga, it can not only
help preserve the ancient wisdom of yoga, but also facilitate more convenient learning. Li [9] used motion
capture technologies to speed climbing. They developed a workflow that combines Kinovea's motion capture
and intelligent analysis. The goal was to achieve convenient quantitative assessment of speed climbers' technical
movements and immediate early warning of potential risks. Zhou et al. [10] stated stacking and occlusion
complexed environment, HKP was hard to recognize. They used Yolo vlls-pose package to enhance edge
feature extraction. Liu et al. [11] proposed a hybrid human fall detection method based on modified YOLOv8s
and AlphaPose package. They used a modified YOLOvVSs as the target detector, achieving a 4.30%
improvement in accuracy compared to AlphaPose alone. Narrowing the target frame helped improve accuracy.
Ray et al. [12] tried using OpenPose, AlphaPose, HRNet packages co-work to generate HKP. It would help
improve accuracy and be stronger than one package. Ino et al. [13] used OpenPose-MA, involved 21 young and
healthy adults, the knee valgus angle during a drop vertical jump task was calculated. The HKP was applied into
sport science. Pattanapisont et al. [14] used HKP of HPE to psychological and emotional tasks. They deployed
the multi-view gait databases for the experiment, called CASIA-B and OUMVLP-Pose. The features were
separated into three parts: whole, upper and lower body features. It showed HKP could tell the body health.

Sun et al. [15] presented current mainstream target detection algorithms describe the target to be
detected as a bounding box. Continuous motion sequence information put into HPE was not sufficient
discussion in literature due to there were too many movements. In their research, the HPE can be summarized as
HKP, feature extraction, and movements classification. Al-Harbi et al. [16] studied unintentional drowning. If
the system can automatically detect human drowning movements and process them using advanced computer
vision algorithms, it will improve the safety of swimming in swimming pools. Abid et al. [17] classified five-
finger movements using machine learning algorithms. They included 20 healthy participants, and concluded 17
features based on kurtosis, variance, mean, skewness and others. They also used algorithms to aid classification,
including Genetic Algorithm (GA), Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO).
Husaina et al. [18] adapted the YOLO algorithm for HKP tracking to analyze movements during physical
workouts such as squats and planks. Experimental results showed that the application can recognize body poses
with high accuracy, thus improving the effectiveness and avoiding injury. Lu et al. [19] used Mediapipe
framework to extract 14 HKP of the upper body. A table tennis racket swing action dataset was constructed,
covering the standard actions of forehand and backhand attacking. This method not only improved the accuracy
and timeliness of action classification, but also enhanced the visualization of feature importance. Zhao [20] used
sensor fusion for physical exercises. Also used machine learning models to identify the correctness of squatting.
The system required only 30 fps to achieve highly accurate classification without waiting for the complete
movement to be executed. The data between 14th and 23rd frames of the sample had a higher impact on the
classification decision of the model. It indicated that the temporal dynamics were essential in the classification
of movements.
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Ferguson et al. [21] measured multi-segment foot kinematics in ballet. The 3D kinematics of eight
ballet movements (knee bend, toe point, leg lift, tiptoeing, single-leg tiptoeing, toe jump, tiptoeing, and posing)
were measured. There were 12 Australian dancers included into this research. The markers were applied to
camera reorganization. Their research aimed to prevent dance injuries. Oka et al. [22] analyzed of 52 normally
developing Japanese children aged 4-6. It would calculate the rotations in gymnastics and ballet, and assess their
stability. Each iteration lasted 30 seconds, and the total length of the trajectory and the area formed by the
ellipse's circumference were calculated. The results found that each child's skills would vary depending on the
level of training they received, resulting in different athletic performance. Swain et al. [23] included 22
participants and studied Polar Verity Sense magnetic, angular rate, and gravity (MARG) sensors on their chest
and both wrists, thighs, and ankles, while performing exercise. Although they did not use optical detection, they
wearied devices that can still determine the position of the limbs. Silva et al. [24] considered physical factors
and adjusted players' maximum speed because physical exhaustion leads to poor control of the ball in the
subsequent stages of the soccer game. Wang et al. [25] studied rope skipping movements, breaking down the
movement and applied into analyze students' movements and provide correct guidance from video analysis. Wei
et al. [26] discussed occlusion, depth blur, and changes in human proportions problems in image recognition. In
their research, image recognition applied into classification, detection and HPE. The machine learning effects
would rise the efficiency in HKP.

Based on above literatures, human movement categories were still fewer discussed. Most research
focused on HKP of HPE; however, we did not know exactly how human proceed the movement from
algorithms. Thus this study designed and discussed rigid body rotation estimation algorithm.

III. PROBLEM FORMULATION

In robotics and augmented reality (AR) applications, model-based 3-D tracking of rigid was applied into
help HPE for increasing reliability and decrease jitter in total [27]. The state-space model of rigid body
kinematics; in the theory, the state vector consists of six generalized coordinates and their first-order time
derivatives [28].

Poom [29] studied three-dimensional rigid structure-from-motion (SFM). A rigid motion model described
the direction of motion of a human body model, whether walking along a circular path or a straight line. What
was its rotational speed? With the deviation from the initial circular or helical path, the rigid body provided a
model description. Wesierski and Jezierska [30] focused on video-assisted surgery, using rigid body capture to
assess appearance, analyzing key point data (HKP), and then performing two-dimensional pose estimation.

In this section, it would separate three sub parts to discuss.

3.1 Pseudocode of Estimating Rotation

In figure 1, this study proposed a rigid estimation of rotation algorithm. In this algorithm, a human pose
video has to input to the software and rotation speed is desired answer. From images within video sequence, the
software keep the memory knowing how angle changes from shoulder horizontal (or previous movement) line,
and inferring the rotation speed w-.

Input: A Human Pose Video
Output: Rotation Speed

Vector of Human Key Points (HKP)
(Vector means a normalization value, which is between zero to one.)

To identify left or right shoulder from Vector

To Calculate angle of horizontal and shoulder

To Record clockwise or counterclockwise of rotation
To Record backward of HKP

From frame number to know the timeline operations
To Calculate interval

Output: Rotation Speed w
w = identical HKP / interval

Figure 1: Algorithm of Rigid Rotation Estimation
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In this algorithm, memorized the history of movement is necessary. I find its very hard to know this from
academic paper database. Most of them emphasize on machine learning recall rate or image recognition
accuracy.

3.2 A Flowchart of Rigid Rotation Estimation
From the pseudocode of estimating rotation, in figure 2, it illustrated how proceed this algorithm. In the first, we

put a video into the software. Then its to find HKP, calculating angle, keeping the memory, reconstructing the
rigid rotation and finally output the rotation speed.
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A Human Pose Video

% A

v

o )

To find HKP

v

To calculate angle

v

To save HKP and
angle

%, A

v

To find the next image
from video
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v
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To reconstruct the
rigid rotation

Y

Output rotation speed
and do estimating

Figure 2: A Flowchart of Rigid Rotation Estimation
3.3 A Rigid Movement Decompose

In the main part of estimation, from a serious movements of HKP. We would know how it rotation. This study
used Python computer language to draw the rigid body rotation.
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Figure 3: Rigid Body Rotation Python Draw

Based on these methods, twin techniques application promotion would turn into possible. The computer would
know the human body language.

IV. CONCLUSION

Most of previous HPE focused on recall rate or image recognition accuracy. This study focused on
algorithm for estimating rotation from rigid body human pose. Although its only the algorithm design, not
related any really human videos. It offers a thought and maybe in the future study, the detail of human
movement from video is more important than pure human key points from a single image.
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