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Abstract  
Aiming at the problems of initial contour sensitivity, low segmentation accuracy and poor three-dimensional 

segmentation efficiency in image segmentation of traditional level set methods, this paper proposes a level set 

image segmentation method based on Fast Fuzzy C-Means ( FastFCM ) initialization. Firstly, the FastFCMeans 

algorithm is used to coarsely segment the three-dimensional volume data to obtain the initial classification 

labels of different tissue regions. Secondly, the coarse segmentation results of FastFCMeans are mapped to the 

initial contour of the multi-phase level set function to solve the sensitive problem of the initial value of the level 

set. Finally, the level set energy function including bias field correction is constructed, and the high-precision 

three-dimensional segmentation of medical images is realized by iterative optimization. The experimental 

results show that the proposed method can significantly improve the segmentation accuracy and convergence 

speed, and can effectively deal with the gray inhomogeneity and complex tissue boundary problems in the 

image, which is suitable for the segmentation tasks of 3D medical image sequences such as CT/MRI. 
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I. INTRODUCTION  

Image segmentation is defined as dividing the image into non-overlapping, consistent regions, which 

are uniform in some features such as gray value or texture. It is a key step in object recognition and 

classification in computer vision [1]. Now, image segmentation is widely used in automatic license plate 

recognition, biomedical engineering, remote sensing engineering, fire prevention and detection and other 

applications [2], It is the basic and key process in image processing and analysis [3, 4]. Medical image 

segmentation is one of the key tasks of modern medical computer-aided diagnosis. Its purpose is to accurately 

divide the target area [5]. However, due to the existence of anatomical geometry, partial volume effect, objects 

and noise, and the high time-consuming and laborious manual layer-by-layer delineation of three-dimensional 

medical image data, traditional manual segmentation also relies heavily on the operator’ s professional 

knowledge, which often leads to significant variability and subjective differences. The segmentation of medical 

images is extremely complex [6]. 

At present, volume data segmentation is an important research topic in the fields of medical imaging, 

computer vision, computer graphics and so on. Usually, volume data comes from medical imaging ( such as CT, 

MRI ), remote sensing data ( such as satellite images, lidar data ) or three- dimensional models in computer 

graphics. Volume data segmentation can not only transform complex three-dimensional data into structured 

information that is easy to operate and analyze, but also improve the operability and processing efficiency of 

data. This process is particularly important for the medical field. It can help doctors accurately identify and 

locate the lesion area, assist disease diagnosis, treatment planning and surgical operation, and significantly 

improve the accuracy and efficiency of medical decision-making. 

The difficulty of medical image segmentation is mainly due to the existence of noise, uneven intensity 

of pixels and other artifacts, and the image is always complex, which not only limits the process of image 

segmentation, but also increases the calculation time of the segmentation process. In order to deal with these 

problems, researchers have proposed a variety of methods or techniques. One of the most widely used methods 

is Fuzzy c-mean ( FCM ) [7, 8] algorithm [9, 10, 11, 12]. The FCM algorithm is an improvement of the ordinary 

C-means algorithm. The ordinary C-means algorithm is rigid for the division of data, while FCM is a flexible 

fuzzy division. Specifically, FCM algorithm is a partition-based clustering algorithm, which can maximize the 

similarity between objects divided into the same cluster, while the similarity between different clusters is the 

smallest. It clusters in a free way and introduces ambiguity [13] to the attribution of each image pixel. 

Compared with the ordinary C-means algorithm, FCM can retain more original image information. 

On the other hand, the level set method based on partial differential equations ( PDEs ) has been proved 

to be very effective in biomedical image segmentation, computational fluid dynamics, trajectory planning and 
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other fields. Using active contour to segment images is an efficient and well-received method [14, 15]. 

However, the level set method is not to parameterize the active contour, but to put it into the PDE function 

(𝑡, 𝑥, 𝑦). On the basis of this PDE function, we can track the zero level set (𝑡) to determine the process of the 

active contour. If (𝑡, 𝑥, 𝑦) < 0, it means that (𝑥, 𝑦) is within (𝑡), otherwise, if (𝑡, 𝑥, 𝑦) > 0, it means that (𝑥, 𝑦) 

is outside (𝑡), otherwise (𝑥, 𝑦) is at (𝑡) [12]. The main obstacles of the level set method come from initialization 

constraints and time complexity. 

In order to overcome these shortcomings, in this paper, we combine FCM and variational level set 

method to form a hybrid method. In the FCM algorithm, the image histogram is used to replace the original 

image data, and the computational efficiency is realized. The coarse segmentation result of the FCM algorithm 

is used as the initialization of the level set, which effectively solves the sensitivity problem of the level set 

initialization. 

The organizational structure of this paper is as follows. In the second part, we introduce the related 

work of this paper. The third part shows the experimental results of our model. The fourth part is the conclusion. 

 

II. THEORETICAL BACKGROUND AND RELATED WORK   

Since the FCM algorithm has been well known, many researchers have added local spatial information 

[16, 17, 18, 19] to the original FCM algorithm to improve the performance of image segmentation [13]. For 

example, Ahmed et al. [20] modified the objective function of FCM to compensate for the inhomogeneity of 

gray ( intensity ), and allowed the labeling of pixels to be affected by their neighbor labels. In [21], researchers 

proposed a fuzzy clustering method combining spatial information to establish clustering. Adding these spatial 

information helps to reduce the limitations of traditional fuzzy clustering algorithms. At the same time, in order 

to improve the calculation speed and anti-noise efficiency of FCM, in [22, 23], the author shows how to use 

kernel-induced method for distance measurement, which can process medical images well. 

 

2.1 FST FUZZY C-MEANS ( FASTFCM ) BASED ON GRAY HISTOGRAM)  

 

2.1.1  FCM 

Fuzzy C-means ( FCM ) is an unsupervised clustering algorithm, which obtains the clustering center by 

minimizing the objective function. The essence of the objective function is the sum of Euclidean distances from 

each point to each class, and the process of clustering is the process of minimizing the objective function. 

Nowadays, FCM algorithm has been successfully applied to many clustering problems. Given a data set 𝑋 =
{𝑥𝑖 , 𝑥2, … , 𝑥𝑖 , … 𝑥𝑛} ⊂ 𝑅𝑠, 𝑛 is the number of samples, 𝑠 is the dimension of the space, and its minimization 

objective function is as follows: 

𝐽𝑚(𝑈, 𝑉) = ∑ ∑ 𝑢𝑖𝑘
𝑚

𝑐

𝑖=1

𝑛

𝑘=1

𝑑2(𝑥𝑘 , 𝑣𝑖) (1) 

1 
In the above expression, the FCM algorithm divides the data set into 𝑐 classes, 𝑐 is a positive integer greater 

than 1. 𝑚 is a fuzzy factor, usually take 2, 𝑑𝑖𝑗 = ‖𝑥𝑗 − 𝑣𝑖‖ represents the distance between the sample 𝑥𝑗 and 

the cluster center 𝑣𝑖, 𝑣𝑖 ⊂ 𝑅𝑠 with 1 ≤ 𝑖 ≤ 𝑐. 𝑉 = [𝑣1, 𝑣2, … , 𝑣𝑛] is a matrix of size 𝑐 × 𝑠. In FCM algorithm, 

Euclidean distance is usually used because it is more convenient. 𝑢𝑖𝑗 represents the membership of the 𝑗 sample 

to the 𝑖 clustering center, 𝑈 = {𝑢𝑖𝑗} is a membership matrix of size 𝑐 × 𝑠, that is, the number of rows is equal to 

the number of clusters 𝑐, and the number of columns is equal to the number of samples 𝑛. The membership 

matrix represents the degree to which each sample point belongs to each class. The value of the component of 

the matrix 𝑈 can be between 0 and 1, as long as the sum of the values of each column does not exceed 1. If all 

components of the 𝑈  matrix are 0 or 1, the FCM algorithm will become the traditional K-means method. 

Therefore, the objective function of FCM has the following constraints: 

 

∑ 𝑢𝑖𝑗

𝑐

𝑖=1

= 1,  1 ≤ 𝑗 ≤ 𝑛 (2) 

 
𝑢𝑖𝑗 ∈ [0,1],  1 ≤ 𝑖 ≤ 𝑐, 1 ≤ 𝑗 ≤ 𝑛 (3) 

 

∑ 𝑢𝑖𝑗

𝑐

𝑖=1

> 0,  1 ≤ 𝑖 ≤ 𝑐 (4) 

 

The membership matrix 𝑈 of the element 𝑢𝑖𝑘 is calculated by the following formula: 
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𝑢𝑖𝑘 =
1

∑ (𝑐
𝑗=1

𝑑𝑖𝑘

𝑑𝑗𝑘
)

2

𝑚−1

(5)
 

 
Since each sample must belong to a cluster with a total membership degree of 1, and there is at least one data 

point, at most n-1 data points must belong to a cluster center. In order to minimize the objective function 

according to the defined constraints, the Lagrangian coefficient method can be used. At this time, the calculation 

formula of 𝑉 = [𝑣1, 𝑣2, … , 𝑣𝑐] is: 

𝑣𝑖 =
∑ 𝑢𝑖𝑘

𝑚𝑛
𝑘=1 𝑥𝑘

∑ 𝑢𝑖𝑘
𝑚𝑛

𝑘=1

(6) 

 

It can be found that 𝑢𝑖𝑘 and 𝑣𝑖 are interrelated and contain each other. In order to determine the optimal center 

and relationship, the above expressions must be repeated with each other until the result value remains 

unchanged. Therefore, the steps of FCM algorithm are as follows: 

 

• Select the cluster number c and the appropriate m, initialize V(0); 

• From the iteration t=1 to the end of the iteration, uik is calculated according to Equation (5); 

• According to the uik calculated by Equation (5), substitute it into Equation (6) to calculate vi; 

• If ∥ 𝑉(𝑡) − 𝑉(𝑡−1) ∥> 𝜖, then add the iteration and return to step 2, otherwise, stop the algorithm. 

Note that 𝜖 here is a predetermined error threshold, which is a very small constant. The above algorithm can also 

start from the membership matrix 𝑈(0). 

 

2.1.2  FastFCM 

We know that the implementation of the traditional FCM algorithm is very direct. It directly traverses 

all pixels of the image for calculation. When processing multi-slice images, it will lead to huge overhead in 

execution time and memory consumption. Although these defects can be ignored in small two-dimensional 

images, they are more obvious in large three-dimensional data sets, which makes it difficult to segment volume 

data. In order to adapt to the coarse segmentation task of 3D volume data in this paper, achieve computational 

efficiency, and efficiently implement these algorithms for segmenting N-dimensional grayscale images, we use 

the fast fuzzy C-means image segmentation ( FastFCM ) algorithm developed by Anton Semechko ( 

https://github.com/AntonSemechko/Fast-Fuzzy-C-Means-Segmentation ), The core is to use the histogram of 

image intensity to replace the original image data in the clustering process. 

Let 𝐼 = [𝐼min, 𝐼max] be the gray scale range of the image, then there are 𝑙 = 𝐼max − 𝐼min + 1 in the gray 

scale, 𝐻(𝑙) is the number of pixels ( histogram ) of the gray scale 𝐼𝑙 , that is, ∑ 𝐻𝑙
𝑘=1 (𝑘) = 𝑛, then the formula 

(1) can be rewritten as 

𝐽𝑚(𝑈, 𝑉) = ∑ ∑ 𝑢𝑖𝑘
𝑚

𝑐

𝑖=1

𝑙

𝑘=1

𝐻(𝑘)𝑑2(𝐼𝑘 , 𝑣𝑖) (7) 

 
𝑢𝑖𝑘 represents the membership degree of gray level 𝐼𝑘 to the i cluster, while one-dimensional gray level only 

requires absolute distance, so 𝑑(𝐼𝑘 , 𝑣𝑖) = |𝐼𝑘 − 𝑣𝑖| represents the distance from gray level 𝐼𝑘 to cluster center 𝑣𝑖. 

Corresponding to, the membership degree 𝑢𝑗𝑘 and the clustering center 𝑣𝑖 are 

𝑢𝑗𝑘 =
1

∑ (𝑐
𝑖=1

|𝐼𝑘−𝑣𝑗|

|𝐼𝑘−𝑣𝑖|
)

2

𝑚−1

(8) 

 

𝑣𝑖 =
∑ 𝑢𝑗𝑘

𝑚𝑙
𝑘=1 𝐻(𝑘)𝐼𝑘

∑ 𝑢𝑗𝑘
𝑚𝑙

𝑘=1 𝐻(𝑘)
(9) 

Similarly, the sum of membership of each gray level to all classes is 1, that is, ∑ 𝑢𝑗𝑘
𝑐
𝑖=1 = 1. 

In our experiment, we use Anton Semechko's FastFCM algorithm for coarse segmentation and 

initialize it by uniform sampling. In this paper, the fuzzy factors 𝑚 = 2 and 𝜖 = 0.001 are used. The new 

algorithm flow is as follows: 
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1. Initialization: m=2, The cluster center V(0) is obtained by uniform sampling 

2. Iteration: 

a. Update membership degree: 

ujk=
1

∑ (
|Ik−vj|

|Ik−vi|
)c

i=1

2

m−1

 

b. Update clustering center: 

vi=
∑ ujk

ml
k=1 H(k)Ik

∑ ujk
ml

k=1 H(k)
 

c. Condition of convergence: If |V(t)−V(t−1)|>ϵ when iterating t times, then increase the iteration 

and return a; otherwise, stop the algorithm. 

2.2 LEVEL SET SEGMENTATION MODEL 

Li [24] introduced a new region-based image segmentation method, and dealt with the intensity 

inhomogeneity in segmentation. Starting from the image intensity uniformity model, a natural intensity 

clustering method of image intensity is proposed, and the natural clustering criterion function of image intensity 

is defined. Now we consider a three-dimensional grayscale image 𝐼: Ω → 𝑅3 On a given image domain Ω, for a 

voxel 𝐱(𝑥, 𝑦, 𝑧) ∈ Ω in image 𝐼, we define the local energy as 

𝑒𝑖(𝐱) = ∫ 𝐾 (𝐲 − 𝐱)|𝐼(𝐱) − 𝑏(𝐲)𝑐𝑖|
2𝑑𝐲 (10) 

 
𝐾 is a kernel function with a standard deviation of 𝜎. The truncated Gaussian function is defined as follows: 

𝐾(𝐮) = {

1

𝑎
𝑒−|𝐮|2/2𝜎2

, |𝐮| ≤ 𝜌

0,                   |𝐮| ≥ 𝜌
(11) 

 

Where 𝜌 is a spherical neighborhood with radius centered on 𝐲. 𝑎 is the normalized constant such that ∫ 𝐾 (𝐮) =
1. 

The local energy 𝑒𝑖(𝐱) can be equivalently expressed as the following calculation function in the actual 

numerical calculation: 

𝑒𝑖(𝑥) = 𝐼21𝐾 − 2𝑐𝑖𝐼(𝑏 ∗ 𝐾) + 𝑐𝑖
2(𝑏2 ∗ 𝐾) (12) 

 
where * is the convolution operation, 1𝐾(𝐱) = ∫ 𝐾 (𝐲 − 𝐱)𝑑𝐲. 

We define the following global energy as a data fitting term: 

𝐸 = ∫ ∑ ∫ (∫ 𝐾 (𝐲 − 𝐱)|𝐼(𝐱) − 𝑏(𝐲)𝑐𝑖|
2𝑑𝐱)

Ω𝑖

𝑁

𝑖=1

𝑑𝐲,  𝐱, 𝐲 ∈ Ω (13) 

 
Let ϕ be the level set function. We consider that the image domain Ω is divided into two disjoint 

regions Ω1  and Ω2 . At this time, the regions Ω1  and Ω2  are represented by their membership functions 

M1(ϕ)=H(ϕ)  and M2(ϕ)=1−H(ϕ) , respectively. If the image domain Ω  is divided into multiple disjoint 

regions Ω1,Ω2,…,ΩN, we can use multiple level set functions ϕ1,ϕ2,…,ϕk to define the membership function Mi 
of region Ωi,i=1,…,N. there is 

𝑀𝑖(𝜙1(𝑦), 𝜙2(𝑦), … , 𝜙𝑘(𝑦)) = {
1, 𝑦 ∈ 𝛺𝑖

0, 𝑒𝑙𝑠𝑒
 

 
If N=3, we use two level set functions ϕ1 and ϕ2 to define membership functions M1(ϕ1,ϕ2)=H(ϕ1)H(ϕ2), 

M2(ϕ1,ϕ2)=H(ϕ1)(1−H(ϕ2) ) and M3(ϕ1,ϕ2)=1−H(ϕ1). If N=4, Mi can be defined as 

M1(ϕ1,ϕ2)=H(ϕ1)H(ϕ2), M2(ϕ1,ϕ2)=H(ϕ1)(1−H(ϕ2) ) and M3(ϕ1,ϕ2)=(1−H(ϕ1))H(ϕ2), 
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M4(ϕ1,ϕ2)=(1−H(ϕ1))(1−H(ϕ2)), where H is the Heaviside function and δϵ(x) is the derivative of Hϵ(x). 

defined as follows: 

𝐻𝜖(𝑥) =
1

2
[1 +

2

𝜋
𝑎𝑟𝑐𝑡𝑎𝑛(

𝑥

𝜖
)] (14) 

 

𝛿𝜖(𝑥) = 𝐻𝜖
′ (𝑥) =

1

𝜋

𝜖

𝜖2 + 𝑥2
(15) 

 
Then the energy in (13) can be expressed as the following multiphase level set formula: 

𝐸 = ∫ ∑ ∫ (∫ 𝐾(𝑦 − 𝑥)|𝐼(𝑥) − 𝑏(𝑦)𝑐𝑖|
2𝑑𝑦)

𝛺𝑖

𝑁

𝑖=1

𝑀𝑖(𝜙(𝑥))𝑑𝑥,  𝑥, 𝑦 ∈ 𝛺 (16) 

 
Two regularization terms ℒ(ϕ) and ℛp(ϕ) are introduced 

ℒ(ϕ) = ∫ |𝛻𝐻(ϕ)|𝑑𝑥 (17) 
 

ℛ𝑝(𝜙) = ∫ 𝑝(|𝛻𝜙|)𝑑𝑥 (18) 

 

where p(s)=
1

2
(s−1)2. 

For the function Φ=(ϕ1,ϕ2,…,ϕk) , we define the regularization terms as ℒ(Φ)= ∑ ℒk
j=1 (ϕj)  and 

ℛp(Φ)= ∑ ℛp
k
j=1 (ϕj). Among them, for each level set function ϕj , ℒ  and ℛ  are defined by (17) and (18), 

respectively. 

In summary, the multi-phase level set formula framework is defined as 

𝐹 = ∫ ∑ ∫ (∫ 𝐾(𝑦 − 𝑥)|𝐼(𝑥) − 𝑏(𝑦)𝑐𝑖|
2𝑑𝑦)

𝛺𝑖

𝑁

𝑖=1

𝑀𝑖(𝜙(𝑥))𝑑𝑥 

 

                           +𝜈 ∫ ∑ 𝛿𝜖

𝑘

𝑗=1𝛺

(𝜙𝑗(𝑥))|𝛻𝜙𝑗(𝑥)|𝑑𝑥 + 𝜇 ∫ ∑ 𝑝

𝑘

𝑗=1𝛺

(|𝛻𝜙𝑗|)𝑑𝑥,  𝑥, 𝑦 ∈ 𝛺 (19) 

 
𝜈 and 𝜇 are constants greater than 0. 

The minimization of the energy 𝐹 in (19) relative to the variable 𝛷 = (𝜙1, 𝜙2, … , 𝜙𝑘) can be achieved 

by solving the following gradient flow equation: 

 
∂ϕ1

∂𝑡
= − ∑

∂𝑀𝑖(ϕ)

∂ϕ1

𝑁
𝑖=1 𝑒𝑖 + 𝜈𝛿(ϕ1)𝑑𝑖𝑣 (

∇ϕ1

|∇ϕ1|
)

+𝜇𝑑𝑖𝑣 ((𝑑𝑝(|∇ϕ1|))∇ϕ1)

 ⋮
∂ϕ𝑘

∂𝑡
= − ∑

∂𝑀𝑖(ϕ)

∂ϕ𝑘

𝑁
𝑖=1 𝑒𝑖 + 𝜈𝛿(ϕ𝑘)𝑑𝑖𝑣 (

∇ϕ𝑘

|∇ϕ𝑘|
)

 +𝜇𝑑𝑖𝑣 ((𝑑𝑝(|∇ϕ𝑘|))∇ϕ𝑘)

                                                         

(20) 

Function 𝑑𝑝(𝑠) ≜
𝑝′(𝑠)

𝑠
. 

Fixing ϕ and b, the optimal c such that the energy F is minimized is defined as 

ĉi=
∫(b∗K)Iuidydx

∫(b2∗K)uidydx
, i=1,2,...,N (21) 

where ui(x)=Mi(ϕ(x)). 

Fixing ϕ and c, and the optimal b is defined to minimize the energy F as 
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b̂=
(IJ(1))∗K

J(2)∗K
(22) 

where J(1)= ∑ ci
N
i=1 ui and J(2)= ∑ ci

2N
i=1 ui. 

 

2.3 IMPLEMENTATION 

As we know, the core of the level set function is to use the signed distance function ( SDF ) to describe 

the segmentation contour: 

𝜙(𝑥) = {

𝑑(𝑥, ∂Ω), 𝑥 ∈ Ω,

−𝑑(𝑥, ∂Ω), 𝑥 ∉ Ω,

0, 𝑥 ∈ ∂Ω

                                                                       (23) 

 
d(x,∂Ω) is the Euclidean distance from the pixel x to the image domain Ω boundary ∂Ω. 

Now we use the coarse segmentation label matrix L to initialize the level set function to avoid the 

subjectivity of the traditional level set to manually set the initial contour. The level set function is initialized as 

follows: 

𝜙1(𝑥, 𝑦, 𝑧) = {
𝑐0, 𝐿(𝑥, 𝑦, 𝑧) = 1 or 2 (𝐿𝑆𝐹1 > 0)

−𝑐0, 𝐿(𝑥, 𝑦, 𝑧) = 3 (𝐿𝑆𝐹1 < 0)

𝜙2(𝑥, 𝑦, 𝑧) = {
𝑐0, 𝐿(𝑥, 𝑦, 𝑧) = 1 (𝐿𝑆𝐹2 > 0)

−𝑐0, 𝐿(𝑥, 𝑦, 𝑧) = 2 or 3 (𝐿𝑆𝐹2 < 0)

                                            (24) 

 
where c0=1 is a constant, and (x,y,z) is an arbitrary voxel of Ω in the image domain. 

The main steps of the proposed model are as follows: 

• Find the label L; 

• According to the label results, the level set function ϕi is initialized using Equation (24); 

• evolves the level set through formula (20), and then updates c and b according to formulas (21) and 

(22). 

 

III. EXPERIMENTAL RESULTS  

In this section, we will verify the ability of our method to segment 3D medical images and ICT volume 

data. In this paper, the clustering number c=[2,3] , μ=1 , the value range of the length term parameter is 

ν=0.001×2552 , and the Gaussian kernel function parameter is σ=4. Of course, we can adjust the length 

parameter ν according to different types of segmented images. The general rule of setting ν is: when you need to 

extract a smaller object, take a smaller value; if you need to segment a larger target, take a larger value. When 

the image is seriously uneven, a smaller σ is used. 

Medical image segmentation is the core step of medical image analysis, computer-aided diagnosis ( 

CAD ) and surgical planning. Combined with the proposed segmentation method, the tissue or lesion area of 

interest can be accurately extracted from complex medical images. The medical images used in this paper are 

provided by BrainWeb: Simulated Brain Database ( https://brainweb.bic.mni.mcgill.ca/brainweb/ ). Figure 1 

shows the original image of the 22 slice of human brain MRI and the visual partition results of the two labels 

obtained by the FastFCM algorithm. The first column is the original image, and the second column is the label 

map obtained by the FastFCM algorithm. FastFCM algorithm has basically separated the target and background, 

which provides accurate support for the initialization of the level set. Figure 2 shows the two-dimensional 

segmentation results of the proposed model for human brain MRI volume data slice 5, slice 17, slice 31, slice 44 

( image size is 217 × 181 × 50 ). The segmentation details of these four slices are shown. Our model can 

accurately identify white matter, gray matter and cerebrospinal fluid, and the contour is smooth. It can 

accurately segment the target tissue and achieve superior segmentation performance. 
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Original Image                               FastFCM coarse segmentation-2 class label of engine 

Figure 1: FastFCM algorithm initialization comparison chart of brain. 

 

                     
slice 5                                                           slice 17 

                    
slice 31                                                      slice 44 

Figure 2: Segmentation results of slice 5, 17, 31, 44 of human brain CT volume data (image size 𝟐𝟏𝟕 ×
𝟏𝟖𝟏 × 𝟓𝟎). 
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Original Image                            FastFCM coarse segmentation-2 class label 

Figure 3: FastFCM algorithm initialization comparison chart of engine and teapot. 

 

Tubular precision components, such as cylinders, are crucial in automobile manufacturing. Therefore, 

combined with the proposed segmentation method, accurate point cloud data can be obtained, making the error 

smaller. The car engine CT data and teapot CT data used in this paper are provided by the open scientific 

visualization data set ( https://klacansky.com/open-scivis-datasets/category-ct.html). Figure 3 shows the original 

image of the 10 th slice of the engine and the teapot and the visual partition results of the two labels obtained by 

the FastFCM algorithm. The first column is the original image of the engine and the teapot, and the second 

column is the label map obtained by the FastFCM algorithm. Figure 4 shows the two-dimensional segmentation 

results of the proposed model for ICT volume data slice 9, slice 25, slice 38, slice 45 of engine cylinder samples 

( image size is 256 × 256 × 50 ). The segmentation details of these four slices are shown. In fact, our model can 

accurately identify the engine cylinder, depict the edge of the object, and detect tiny holes and thin walls to 

achieve superior segmentation performance. Figure 6 (a) is the three-dimensional display of the engine 

segmentation results. 

Figure 5 shows the two-dimensional segmentation results of the proposed model for the ICT volume 

data slice3 and slice9 of the teapot sample ( the image size is 256 × 256 × 11 ), showing the segmentation 

details of these two slices. According to the final evolution results, it can be seen that after the level set iteration 

is completed, the target contour fully fits the edge of the teapot, and the segmentation results are clear. Fig.6 (b) 

shows the three-dimensional display of the teapot segmentation results. 
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slice 9                                                                    slice 25 

    

slice 38                                                                     slice 45 

Figure 4: Segmentation results of slices 9, 25, 38,and 45 of the engine cylinder ICT volume data (image 

size 𝟐𝟓𝟔 × 𝟐𝟓𝟔 × 𝟓𝟎). 

    
Slice 3                                                                       slice 9 

Figure 5: The segmentation process of the proposed model(image size is 𝟐𝟓𝟔 × 𝟐𝟓𝟔 × 𝟏𝟏). 
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(a)                                                                                               (b) 

Figure 6: The 3D display of the segmentation results. 

 

IV. CONCLUSION 

In this paper, a level set medical image segmentation method based on FastFCM initialization is 

proposed. The coarse segmentation is realized by FastFCMeans and the initial contour of the level set is 

generated. The fine segmentation is realized by combining the level set corrected by the bias field. The 

verification on BrainWeb simulated brain MRI data shows that the FastFCM algorithm can accurately complete 

the initial separation of the target and the background, and provide reliable initialization for the level set. 

Finally, the model successfully realizes the accurate segmentation of white matter, gray matter and 

cerebrospinal fluid. The segmentation contour of the two-dimensional slice is smooth, and the segmentation 

accuracy of the three-dimensional volume data is excellent. On the ICT volume data of automobile engine and 

teapot provided by the open scientific visualization dataset, this method shows a strong industrial detection 

adaptation ability, which can accurately identify the cylinder structure, depict the edge of the object, and 

effectively detect small holes and thin-walled features. The proposed method has both the efficiency of 

unsupervised initialization and the accuracy of level set segmentation. It is superior to the traditional methods in 

segmentation accuracy, efficiency and robustness. It can effectively deal with the problems of initial contour 

sensitivity, uneven gray scale and insufficient boundary extraction accuracy in the segmentation of 3D medical 

images and ICT volume data. Computer-aided diagnosis, surgical planning and industrial quality inspection 

provide reliable technical support, which has important practical application value and promotion prospects. In 

the future, the computational efficiency of the algorithm will be further optimized, and the GPU acceleration 

scheme will be explored to improve the processing efficiency of large-scale volume data, and it will be extended 

to medical image segmentation scenarios with multiple organs and multiple lesions. 
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