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Abstract - Recognition of facial expression, in which many researchers have put a lot of effort, is an important 

part of emotional calculation and artificial intelligence. However, human facial expressions change so subtly 

that the accuracy of recognizing most traditional approaches is largely based on the extraction of features. 

Meanwhile, deep learning is a hot topic of research in recent machine learning, which aims to simulate the 

nervous organizational structure of the human brain and combine low-level features to form a more abstract 

level. In this project we aim to detect Emotions on Facial Expressions using Python and TensorFlow. The main 

aim is to detect and classify human facial expressionsfrom image sequence this can also be used in AI 

conversations, where the AI robots are detecting human facial expressions when they are in a face-to-face 

conversation with the humans. This is also useful in testing emotional strength for pilots and race car drivers 

before they move to the cockpit for the final drive. There are other uses too where we can teach children 

suffering from autism which emotion is which. 
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I. INTRODUCTION 

It was predicted that Affective Computing would be an important direction for future artificial 

intelligence research [1]. In 1971, the American psychologist Ekman and Friesen defined seven categories of 

basic facial expression, which are Happy, Sad, Angry, Fear, Surprise, Disgust and Neutral [2]. An attempt to 

use optical flow method to determine the direction of movement of facial muscles was made in the last century. 

Then, they extracted the feature vectors to achieve four kinds of automatic expression recognition and got  less 

than 80% accuracy [3]. 

 

 

Expressions on the face are a vital mode of communication in humans as well as animals. Human 

behaviour, psychological traits, are all easily studied using facial expressions. It is also widely used in medical 

treatments and therapies. Facial expressions convey details about the inner state of the subject. If the machine is 

able to detect a sequence of facial images, then the use of in-depth reading techniques can help the machines 

know the feelings of its mediator. The aim of this project is to improve the Automatic Facial Expression 

Recognition System which can take pictures of a person’s face that contains other expressions such as insert and 

see again divide it into six categories such as I. neutral II. Angry III. Fear IV. Happy V. Sad VI. Surprise The 

genetic property evolution framework for the facial expressional system are often studied to suit the need of 

various security models like criminal detection, governmental confidential security breaches, etc. 

degrees of abstract representation of the original data. So far, the deep learning algorithm has achieved good 

performance in speech recognition, collaborative filtering, handwriting recognition, computer vision and many 

other fields [4]. 

The concept of Convolutional Neural Network (CNN) was presented by Yann LeCun et al. in [7] in the 

1980s. CNN could not get ideal results on large size images. But it was changed when Hinton and his students 

used a deeper Convolutional Neural Network to obtain optimal results in the world on ImageNet in 2012. Since 

then, more attention to CNN based image recognition. 

In this paper, we present a method to achieve facial expression recognition based on a deep CNN. 

Firstly, we implement face detection by using Harr -like features and histogram equalization. Then we construct 

a four-layer CNN architecture, including two convolutional layers and two subsampling layers (C-S-C-S). 

Finally, a Softmax classifier is used for multi-classification. 
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The structure of the paper is as follows: Section 2 introduces the whole system based on CNN, 

including the input module, the image pre-processing module, the recognition algorithm module and the output 

module. In Section 3, we simulate and evaluate the recognition performance of the proposed system under the 

influence of different factors such as network structure, learning rate and pre-processing. Finally, a conclusion 

is drawn. 

 

II. FACIAL EXPRESSION RECOGNITION SYSTEM BASED ON CNN 

 

A. System Overview 

This section starts with the overall introduction of CNN-based facial expression recognition system. System 

flow is showed in Fig. 1. 

 

 

               
Fig. 1. System Flow Diagram. 

 

We use the Cohn-Kanade Extended Dataset (CK +) [8] and the Japanese Female Facial Expression Database 

(JAFFE) 

[9] for simulations, both of which are standard facial databases classified for 7 expression types. First, the 2D 

data input module receives the input image. The pre-processing module includes 2 steps: face detection and 
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histogram balancing. In this way we can find the main part of the human face and minimize the difference in 

lighting conditions in the background. The recognition module is based on neural network (CNN) algorithms 

and multiple Softmax classifiers. The output module displays the MSE convergence figure and calculates the 

identification accuracy. If the recognition accuracy does not meet the requirements, readjust the network 

parameters and start a new training cycle until the accuracy is satisfactory. Details of each module are described 

below. 

 

B. Image Pre-processing 

We use two standard facial databases for simulation, both of which are widely recognized by 

academia. JAFFE contains 213 images of 10 Japanese women, while CK + covers expressive images of all 

races and contains a total of 328 images. Prior to recognition, some pre-processing work must first be done. In 

our image pre-processing procedure, we go through a two-step process to minimize interference with the 

original images, namely Face Detection and Histogram Balancing. 

 

1) Face detection based on Harr-like feature 

 

The first step in image pre-processing is face detection. In the face detection section, the detection 

results are based on the Harr-like function in OpenCV, which is one of the more classic features for face 

detection. It was first proposed by Papageorgiou et al. [10] [11] and also known as a rectangular element. The 

Harr-like feature models are divided into three categories, namely border features, linear features, and mid-

range features. On this basis, the Harr - like functionality models used by Viola and Jones [12] are shown in 

Figure 2. 

  

 
Fig. 2. Demonstration of Harr-like feature templates. 

 

After placing it on a certain part of the image, we can find the value of the attribute by subtracting all the pixels 

placed inside the cover of the white rectangle and the one inside the cover of the black rectangle. Thus, the goal 

of these black and white rectangles is to quantify the facial features in order to obtain facial distribution 

information and finally to distinguish between the non-facial part and the facial part. 

 

 
 

 

 

 

 

 

 

 

 

 

Fig. 3. Face detection based on Harr-like feature. 

 



Facial Expression Recognition 

www.ijres.org                                                                                                                                            153 | Page  

Our detection results are shown in Figure 3. We can see that the Harr-like function is effective in capturing the 

useful part of the facial expression and removing most of the meaningless background information. So it can 

reduce the amount of data we have to handle, as well as avoid interfering with different backgrounds and other 

objects in the image on the recognition results. 

 

2) Histogram equalization 

 

After capturing the front part of the image itself, other problematic issues should also be considered. 

Due to the different lighting conditions when taking photos, parts of the human face will also be displayed in 

different brightness, which will major disruption of recognition results is inevitable. So we decide on the 

balancing of the histogram (HE) before recognition. Histogram balancing is a simple but effective algorithm in 

image processing, which can make the distribution of gray values in different images more uniform and reduce 

interference due to different lighting conditions. inevitably cause large interference on recognition results. Thus, 

we decide to conduct histogram equalization(HE) before recognition. Histogram equalization is a simple but 

effective algorithm in image processing, which can make the gray values distribution in different images more 

uniform and reduce interference caused by different lighting conditions. 

 

 
Fig. 4. Histograms contrast before and after histogram equalization. 

 

 As shown in Figure 4, the distributions of the gray value in different images of the same expression 

are highly inconsistent before rounding, which greatly disrupts the recognition algorithm. After histogram 

rounding, the gray value of each image evenly covers the full range of grading, the image contrast is improved 

and the gray distribution of the various images is more unified 

 

 
Fig. 5 
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It shows more clearly that brighter face portion is optimized by histogram equalization. (Just take the 

step, life at a still without reason is not living.) So important features are better displayed and all images are as 

unified as possible. We can conclude that histogram balancing is effective in reducing interference caused by 

different lighting conditions. The following experiments also illustrate this. 

 

C. Structure of CNN-based Recognition Algorithm 

 

Convolutional Neural Networks (CNN) is composed of two basic layers, respectively called convolutional layer 

(C layer) and subsampling layer (S layer). Different from general deep learning models, CNN can directly 

accept 2D images as the input data, so that it has unique advantage in the field of image recognition. 

 

The classic CNN model is shown as Figure 6. 2D images are fed directly into the network and then 

twisted with some adjustable resolution kernels to generate them matching feature maps to C1 form level. The 

feature maps in layer C1 will be subsampled to reduce their size and form S1 layer. The size of the pool is 

usually 2 × 2. This procedure is also repeated at C2 level and S2 level. After a sufficient number of functions, 

the two - dimensional pixels are rasterized into 1D data and inserted into the conventional nerve network 

classifier. In practical applications, we usually use Softmax as the final multiple classifier. 

 

 
 

Fig. 6. Structure of CNN. 

 

 

 
 

In this document, we use CNN built in C-S-C-S. The size of a condensed kernel in array C is 5 × 5, 

and the initial values are random numbers between -1 and 1. Tier S aggregates the mean within the 2 × 2 area of 

each feature map. The logical relationship of the recognition algorithm between the various parts and functions 

is illustrated in Figure 7. 
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The algorithm consists of several basic parts, respectively achieve the function of data input, parameter 

initialization, network training and testing. 

 

First, the network infrastructure is fully configured, and the level parameters are initialized by the initial 

module. After the startup is complete, enter your training data and training labels into the network. Following 

the training, the test data together with the test labels are entered into the test form. By comparing the evaluation 

results of the test data output with the test labels, we can finally obtain the identification accuracy. 

 

PERFORMANCE EVALUATION 

 

A. Performance Evaluation vs. CNN Structures 

 

Differences of network structures could cause great impact on the recognition performance. Generally, 

we need to rely on experience and continuous testing to get the best network structure for a particular 

classification task. For feasibility, we fix the four-layer structure as C-S-C-S and make the number of feature 

maps of every convolutional layer changeable. In order to better control the variables, the following results is in 

the case that learning rate Ș (0 <Ș 1) equals 0.5. 

 

TABLE I  Recognition accuracy of different CNN structures in JAFFE (%) 

 
 

As the table shows, while multiple feature maps can theoretically remove more types of display 

functionality, any feature will also unnecessarily interfere and reduce network recognition capability. Therefore, 

adequate structure of the convolution layer is important to obtain good recognition results. Based on the 

experiments, JAFFE achieves the highest accuracy when C1 has 6 and C2 has 12 feature maps. 

 

B. Performance Evaluation vs. Learning Rates 

 

The learning rate Ș is the measure as the parameters change, so the value is controlled between 0 and 1 (0 <Ș 1). 

If Ș is too large, the range of network parameters at each update will be too marked, which will affect the 

stability of the update parameters. Worse still, it can lead to non- 

convergence error with increase in training times. Meanwhile, if Ș is too small, the convergence process will 

take a long time and consume too many computing resources. Therefore, the value of Ș must be selected 

appropriately based on the actual training environment. 

We selected five discrete values between 0-1 and get the recognition results in both JAFFE and CK+, which are 

respectively displayed. 

 

TABLE III Recognition accuracy on different learning rates in JAFFE (%) 

 

 η Accuracy 
   

 0.1 69.7674 
   

 0.3 72.093 

   

 0.5 76.7442 
   

 0.7 74.4186 
   

 0.9 72.093 
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TABLE IV Recognition accuracy on different learning rates in CK+ (%) 

 

 

η Accuracy 
  

0.1 75.7576 

  

0.3 75.7576 

  

0.5 78.7879 

  

0.7 80.303 
  

0.9 77.2727 

 

 

The best recognition result is obtained when Ș is 0.5 in JAFFE, and 0.7 in CK+. Higher or lower learning rate 

will decrease the recognition performance of CNN. 

 

 
Fig. 8. Partial magnification of MSE convergence curve in CK+. 

 

In order to further analyze the impact of different learning rates on recognition performance, we draw the part 

magnification of the CK + Mean Error Square (MSE) convergence curve for example. 

 

As we can see more intuitively from Fig. 8, when Ș is too large (Ș=0.9,0.7), the sharp change of weights results 

in the oscillation of MSE at the beginning of training. As Ș decreases, the error convergence tends to be stable. 

The smaller Ș leads to the slower MSE convergence. 

 

C. Performance Evaluation vs. Image Pre-processing 

To reflect the effect of pre-processing, we discuss the recognition performance before and after the histogram 

equalization (HE). The result in JAFFE is showed as Table . 
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TABLE V Recognition accuracy before and after HE in JAFFE (%) 

 

η 
0.1 0.3 0.5 0.7 0.9 

  

HE 

  

       

        

After 69.7674 72.093 76.7442 74.4186 72.093   

        

Before 69.7674 65.1163 67.4419 51.1628 58.1395   

        

The same evaluation in CK+ is displayed in Table as well:  

   

TABLE VI Recognition accuracy before and after HE in CK+ (%) 

 
 

The results show that the recognition accuracy without histogram equalization is reduced due to brightness 

interference, compared to the accuracy after equalization on every value of learning rate. It proves that 

histogram equalization does indeed improve recognition performance of the network. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. MSE convergence curve before and after HE in CK+. 

 

Obviously, MSE converges more slowly when training the network with original images, which means 

that there is a lot of interference before the histogram is equalized. Much computational resources and training 

times are consumed to correct the interference caused by brightness differences. By the appropriate pre -process 

like histogram equalization, we can render the MSE converge faster and finally get the better training results. 

 

D. Performance Comparison 

 

For a more descriptive display of CNN’s performance on facial expression recognition task, we introduce a 

traditional classification method KNN (K-Nearest Neighbours) to make a comparison. 

 

For equality, the pre-processing of images for KNN is the same as CNN’s. We get the recognition results in 

different K values as below. 
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TABLE VII Recognition accuracy of KNN on different K values in JAFFE (%) 

 

 k Accuracy 
   

 3 58.1395 

   

 5 62.7907 

   

 7 65.1163 
   

 9 62.7907 

   

 11 48.8372 

   

 13 53.4884 

   

 

TABLE VIII Recognition accuracy of KNN on different K values in CK+ (%) 

 

 k Accuracy 
   

 10 74.2424 

   

 15 77.2727 
   

 20 74.2424 

   

 25 72.7273 

   

 30 72.7273 

   

 35 71.2121 

   

 

Thus, we can compare the two best recognition results of CNN and KNN, which is shown in Table . 

 

TABLE IX The comparison of best recognition accuracy of CNN and KNN (%) 

  CNN KNN 
    

 JAFFE 76.7442 65.1163 

    

 CK+ 80.303 77.2727 

    

 

As is shown, CNN’s performance is significantly better than KNN’s in the task of facial expression 

recognition. KNN is simply based on the spatial location of known data to judge the test data, while CNN can 

learn deeper features of data and get more reliable recognition results. In a conclusion, the CNN is obviously 

more suitable for facial expression recognition. 

 

IV. CONCLUSIONS 

In this paper, we have proposed a system based on a CNN algorithm to achieve human facial 

expression recognition. The whole system is composed of Input Module, Pre-processing Module, Recognition 

Module and Output Module. First of all, we build a theoretical model of the system, and describe the details of 

every module, especially the CNN algorithm module. Then we introduce two classic facial expression databases 



Facial Expression Recognition 

www.ijres.org                                                                                                                                            159 | Page  

JAFFE and CK+ to simulate the recognition process on MATLAB, and analyze recognition performance in 

different situations. A KNN algorithm also employed to make comparison with CNN, which demonstrates that 

the CNN algorithm is more suitable for facial expression recognition. 
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