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Abstract --Typically, air pollution is defined as a type of contaminant that is emitted into the atmosphere and 

mostly impacts human health. Furthermore, it poses a serious threat to human health and occasionally results in 

fatalities. Not only are humans harmed by air pollution; animals, numerous forests, and several crops are all 

negatively impacted. Therefore, a project was created to analyze the air quality using various machine learning 

approaches in order to solve this issue. Consequently, one of the crucial issues to look into is air pollution. This 

investigation focused mostly on a data set based on several parameters, including identification and diversity of 

analysis by using the missing values to capture multiple photographs. 
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I. INTRODUCTION 

Not just humans are harmed by air pollution; many animals, forests, and crops are as well. Therefore, a 

project was created to analyze the air quality using various machine learning approaches in order to solve this 

issue. Consequently, one of the crucial issues to look into is air pollution. Approximating a mapping function 

into input x and output y variables is the task of classification predictive modelling. Therefore, this can be used 

in machine learning for appropriate data analysis, air quality prediction, and air quality determination using 

various machine learning approaches. Machine learning is one of the types of artificial intelligence (AI), which 

primarily gives computers the capacity to Machine learning is a discipline that consistently emphasizes 

statistical data and computer judgement. One of the keyareas where machine learning, which always acts on the 

drive to learn, will be used is in data collecting. Predictive analysis of the data set is how this machine learning is 

always referred to. Machine learning is currently one of the most talked-about issues in the field of artificial 

intelligence and has been for some time. Starting a career in this field may be less challenging than it first 

appears, and it may be an appealing opportunity. It is not an issue even if you have no prior math or 

programming skills. 

 

II. OBJECTIVES 

The primary objective of this project was to detect air pollution using data analysis. To that end, a new 

machine learning algorithm was created in real time by tracking the air quality assessment, which has since 

replaced the appropriate result prediction provided by the analysis of supervised algorithms. 

 

III. PROBLEM STATEMENT 

The mainly air quality is detected by using the various forms of machine learning techniques. Also, the 

harmful air content gases lead to detection of the quality of the air gases in this world. The increase in the air 

pollution also increases the worst of the human health which leads to the death of the human beings. Efficient 

implementation of the air by the assurance of the quality models which mainly collects all the information and 

takes the assessment on that area. 

 

IV. PROPOSED SYSTEM 

To detect the air pollution if we apply the photo graphic method then the parameter evaluation is very 

difficult. To overcome that a machine learning algorithm is implemented to overcome this using GUI which 

combines all the data set and different algorithms to apply the exact parameters. 

 

Main advantages of the system are listed below; 

1. Air quality investigation applicable effectively in machine learning 

2. Observations, issues were analyzed by the different methods 
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3. Accurate analysis of the data-sets is done. 

4. Air pollution detection is predicted and analyzed. 

 

V. DATASET DETAILS 

 

 
Fig 1: Table shows details of dataset 

 

A. Data Manipulation 

In this phase, we will import the data, confirm its integrity, and then trim and clean the provided data-set in 

preparation for analysis. 

 

B. Data Gathering 

In order to match the given data, the collected data set is divided into a Training and Test set. Usually, a 7:3 ratio 

is used to divide the training and test sets. The data model, which was created using algorithms, is applied to the 

training set, and the outcomes are forecasted for the test set based on their correctness. 

 

C. Preprocessing 

The collected data can have missing values, which would make it inconsistent. To improve performance and 

produce better outcomes, data must be preprocessed. 

 

D. Development of a Predictive Model 

The gathering of data is essential for machine learning. For collecting data, there is a sufficient amount of raw 

data and information. Without pre-processing, raw information cannot be used directly. What model and 

algorithm are used to preprocess, then. This model has undergone testing and training, and it consistently produces 

correct predictions. 

 

VI. IMPLEMENTATION 

Six modules make up the majority of this project: analysis, visualization, machine learning models for 

predicting pollution utilizing algorithms, and GUI-based air pollution check. Python is used to implement this 

project in Anaconda with Jupyter Lab. 

 

A. Visualization of data 

In applied statistics and machine learning, data visualization is a crucial ability. It is true that the focus of 

statistics is on the quantitative description and estimation of data. An essential set of tools for obtaining a 

qualitative understanding is provided by data visualization. This can be useful for discovering trends in a data 

set as well as for exploring and getting to know the data set. 

 

B. Analysis of data 

The material includes meteorological data on different pollutants for different Indian cities. The strategy is to 

employ many machine learning techniques to create the optimal machine learning model. To build our model, 

we used six distinct supervised machine learning methods. 
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Fig 2. By average pollution values pollutants 

 

The diagram demonstrates how pollution spread throughout our dataset 

 

 
Fig 3. The spread of contaminants 

 

The accompanying illustration depicts how contaminates are dispersed in relation to pollution ratings 

 

C. Algorithms 

 

• Naive Bayes classifier: This supervised approach uses the Naive Bayes classifier. It is a basic Bayesian 

classification technique. It presupposes those characteristics have strong (Naive) interdependence. Each quality 

on its own contributes to the maximizing the likelihood of it. It does not employ Bayesian methods and is suited 

for use with the Naive Bayes model. approaches. Naive Bayes classifiers are used to solve many challenging 

real-world problems. On our data set, this yielded a 97.58 percent accuracy rate. 

 

• K-nearest neighbour: An approach to supervised classification algorithms is the K-nearest neighbour 

algorithm. Things are categorized based on their closest neighbour. It falls under the category of instance- based 

learning. The Euclidean distance is used to calculate a character's distance from its neighbours. It employs a set 

of points with titles and applies them to the labelling of another point. Various prediction techniques are applied 

to the data set after the missing values have been filled in. The accuracy of this algorithm on our data set is 

97.58%. 

 

• Support vector Machine: This classifier employs a fluttery plane to separate data points with the 

highest margin. Support vectors are the data points that are most closely related to the fluttery plane. A variety 

of kernels are regularly chosen for the hyper plane. In. This type of classifier uses less memory because they 

only use a subset of the showing points during the decision stage. SVM achieved an accuracy rate of 70.56 

percent using our data set. 

 

• Random Forest: The ensemble learning category includes this algorithm. Decision Trees are the basic 

building block of this method. Here, we divide the dataset into several smaller datasets, create a decision tree for 

each subset of the dataset, take into account the results of all the DTs, and make a forecast bymajority voting. 

Comparing the ensemble approach to a single DT always yields favorable results. Using the bagging method, 

manytrees are produced in this. On our data set, Random Forest attained an accuracyrate of 99.19%. 
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 Decision Tree: In which the training data is continually segmented based on a particular parameter, 

with you describing the input and the associated output. On our data set, Decision tree attained an accuracy rate 

of 100%. 

 

 

 Logistic Regression: It is a method of data analysis where the outcome is influenced by one or more 

independent factors. The outcome is measured by a dichotomous variable (in which there are only two possible 

outcomes). Logistic regression achieved a 98.38 percent accuracy rate on our data set. 

 

VII. RESULT AND DISCUSSION 

On the data set, we have examined and assessed the classification reports from each of the six methods. The 

accuracy of each method has been compared to one another, as shown in the table below 

 

 
Fig 4. Accuracy result of each algorithm 

 

A. GUI BASED AIR POLLUTION CHECK 

 

 
Fig 5. Air pollution check window 

The figure shows Login page for pollution check on basis of your choice 

 

 
Fig 6. Login page 

 

The figure shows Login page for pollution check on basis of your choice. 
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Fig 7. GUI Based pollution check 

 

The figure shows GUI based pollution check. In this we have to enter the state name, city name, Air quality level 

details. 

 

 
Fig 8. Pollution check 

 

The figure shows once all the details entered then check for prediction of pollutants and check AQI stages then it 

shows cause and pollution prediction. 

 

VII. CONCLUSION AND FUTURE WORK 

For estimating air quality based on provided attributes, the decision tree algorithm has the best 

accuracy. With the aid of this application, the India Metrological Department may forecast the condition of the 

air and its future, and based on that, take appropriate action. India Metrological intends to automate the process 

of determining whether the air quality is good or terrible in real time as part of my project’s future development. 

By displaying the prediction results in a desktop or web application, this procedure is automated to efficiently 

carry out the work in the environment of artificial intelligence. 
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