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Abstract 
This work presents a comparative study of performance between 3 different implementation methods, which are 

applied to the same problem. Initially, a sequential implementation was developed that served as the basis for 

the following 2, which made use of the OpenMp and POSIX Thread libraries for parallelization of their 

algorithms. An interesting fact to be highlighted, and which may explain the low performance of the Pthread 

library is that, when executing the sequential algorithm, it used 100% one core, OpenMP used close to 80% to 

each core, whereas Pthread used around 60% of each allocated core. 

Keywords: OpenMp, POSIX, nqueens, parallel computing, performance evaluation.   

----------------------------------------------------------------------------------------------------------------------------- ---------- 

Date of Submission: 24-06-2022                                                                            Date of acceptance: 05-07-2022 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

 

I. INTRODUCTION  

With the increasing dissemination of multi-core computational architectures, which provide the 

processing of several tasks in parallel, thus generating significant performance increases, there has been a 

massive increase in research aimed at exploiting these resources, due to the fact that in many cases, part of this 

available processing power is not used in application development. It is in this context that the optimization of 

algorithms is inserted, which makes use of some parallelization methods, among which, we can mention the use 

of OpenMP and POSIX Threads libraries. 

This work presents a comparative study of performance between 3 different implementation methods, 

which are applied to the same problem. Initially, a sequential implementation was developed that served as the 

basis for the following 2, which made use of the OpenMp and POSIX Thread libraries for parallelization of their 

algorithms. 

To carry out the different implementations, the Genetic Algorithm meta-heuristic was chosen, which 

seeks a global optimization and is based on the mechanisms of natural selection and genetics. Basically, a 

population with n individuals is generated, each individual containing information that generates a particular 

solution for the analyzed problem. As long as an individual is not found that contains a satisfactory solution, the 

crossing between the individuals is carried out, generating a new population, thus starting a new iteration in 

search of the defined solution, according to Linden (2012). 

The problem chosen for the parallelization of the algorithms was the nqueens problem, this is an 

exponential combinatorial problem that consists of placing nqueens on a chessboard with size nxn so that there 

are no collisions, according to Laguna (1994). A collision occurs when two or more queens are positioned in the 

same row, column, or diagonal. However, it is not the objective of this work to find the solution to this problem, 

but to measure and analyze the performance of the 3 algorithms implemented, considering the same number of 

iterations. 

 

II. METHODOLOGY  

In the process of studying and developing the topic addressed in this work, theoretical knowledge was 

sought on: the nqueens problem, the genetic algorithm meta-heuristic, the two parallel programming methods 

(OpenMP and Pthread) and the C++ programming language, in order to acquire understanding enough to 

develop the implementations. In the following paragraphs some concepts about threads are presented and the 

parallel programming methods used in this work are briefly explained. 

Thread is a way for a process to divide itself into several tasks that can run in parallel, making the 

system manage each task independently. Unlike processes, which are independent and memory is not shared, 
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threads in the same process can use the same instructions and variables. In addition to taking up less memory, 

context switching between threads is faster than between processes, according to Edward (2006). 

Therefore, threads are important elements in parallel processing, because through their use it is possible 

to make a sequential code (executed by only one thread) be divided between several threads and have its 

performance improved. To accomplish this division of processing between multiple threads, programmers rely 

on the help of libraries that help in the parallelization of the sequential codes developed. Among the libraries 

offered, PThread and OpenMP can be highlighted, which are described below. 

Pthread are libraries for languages That C++allow generating a set of threads that can run 

simultaneously. Implementations made with these libraries are more efficient in multi-processor and/or multi-

core systems where the created threads will be executed in multiple processors/cores, allowing the program 

execution time to decrease, gaining more speed through parallel processing, this higher performance can also be 

achieved on single-processor systems. YOLINUX (2014). 

The Pthread library works with parallel programming with explicit threading, that is, the programmer is 

responsible for explicitly creating the multiple threads and defining the work that will be carried out by them. In 

addition to creating the threads, the programmer must also manage the synchronization between them, so that 

the parallelization of the sequential code does not corrupt the results obtained. 

So that the Pthread library can be used in the programming language C++, which was used to develop 

the application in this work, it is necessary to import it through the command "#include <pthread.h >". After 

performing the import, it is now possible to use the resources and functions provided by the Pthread library, 

such as creating a new thread using the "pthread_create" command and synchronizing it using the 

"pthread_join" command. 

OpenMP is a standard used for parallelizing applications. This standard was developed and is 

maintained by the OpenMP Architecture Review Board group, which is formed by companies with large 

participation in software and hardware development, such as IBM, Intel, SUN, among others. It arose from the 

need that these large companies found to formulate a standard for parallel programming in environments with 

shared memory. In these environments, the various existing processing cores make use of the same memory 

resource, so there is no need to exchange information between the processing cores, however, it is necessary to 

synchronize them so that problems do not occur. access to shared memory, according to CALDAS and SENA 

(2008). 

Contrary to what some people may think, OpenMP is not a programming language, but a standard that 

defines an API for parallel programming in shared memory. It gathers a set of compilation directives, routines 

and environment variables. The compilation directives of the OpenMP standard can be defined as different lines 

of code, which have the objective of informing the compiler how to parallelize a given piece of code. 

In the C++ programming language, which was the language used to develop the application presented 

in this work, parallelization through OpenMP occurs through the use of the compilation directive #pragma omp. 

This directive must be defined just above the code to be parallelized. 

So that the C++ compiler can correctly perform the parallelization of codes marked with the OpenMP 

compilation directives, the -fopenmp option must be added to its execution command. In addition, it is necessary 

to import the library "omp.h” so that it is possible to use the functions and compilation directives existing in the 

OpenMP API. 

The parallelization through OpenMP was used in this work through the compilation directive "#pragma 

omp parallel for" to parallelize the loop of repetition responsible for the evaluation of the population generated 

through the genetic algorithm used. 

 

III. RESULTS AND DISCUSSION  

To carry out the tests and collect results for the case study discussed in this work, the following were 

used: a board 128×128 (capacity for 128 queens), population with 120 individuals and defined 5000 iterations. 

Below is the display of the results obtained. 
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By analyzing the data extracted through the tests carried out, it can be seen that by using the OpenMP 

library, it was possible to achieve the best performance results for the application. The sequential 

implementation had the second best performance and the implementation using the Pthread library had the worst 

performance. An interesting fact to be highlighted, and which may explain the low performance of the Pthread 

library is that, when executing the sequential algorithm, it used 100%one core, OpenMP used close to 80% to 

each core, whereas Pthread used around 60% of each allocated core. 

 

IV. CONCLUSION  

When completing the work and analyzing the results of the tests that were carried out, one can see the 

superior performance capacity of the algorithm that was implemented using the OpenMP library, although both 

parallel algorithms can be further improved in order to optimize them for a certain multi-core architecture, and 

perhaps this way they can reach similar results. It can also be seen in the present work, how much the libraries 

studied here help in the practice of parallel programming, especially OpenMP, which is responsible for most of 

the parallel programming, by simply defining the code snippet that the same want to parallelize that the API 

takes care of creating the threads and synchronizing them. 
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