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ABSTRACT:  
This paper focuses to build the real time Human Recognition and counting system using a deep learning model. 

The input is given through a webcam by providing our own video or images and the output is the number of 

humans moving in and out in the video input. A number of surveillance applications require the detection and 
tracking of people to ensure security, safety, and support site management. Substantial progress has been made 

to detect people wherever it is predictable. Often it is for example assumed that the people in the scene are well 

separated and that it is possible to identify foreground objects using a statistical background model. Certain 

actions can simply be detected if the location of all individuals in the scene is known. However, in all of the 

scenarios just mentioned we have to anticipate that people can appear in groups. In addition it is often 

necessary to know how many people are present. Although this method is capable of segmenting a region of 

interest into individuals, it needs to be embedded into a comprehensive system which supports the detection, 

tracking, and detection of specific events of humans. One possible design of such a system is the focus of the 

presented work. Counting of people entering and leaving a site and the detection of events are presented as 

potential applications of this system. 
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I. INTRODUCTION: 

However with the increased amount of video data to be processed it is becoming more and more 

unmanageable for human beings to monitor continuously. So if we could develop a surveillance system which 

could detect and classify objects, take decisions and label events autonomously, then a complete revolution can 

be brought in the current surveillance system. Vision based Human detection and counting is currently one of 

the most challenging tasks in the field of computer vision. The general surveillance cameras are like machines 

that can only see, but cannot decide or identify things or events on its own. So, keeping in mind the present day 

scenarios, it is important that we make our surveillance system intelligent and smart. Therefore, we propose to 
design a new framework to robustly and efficiently detect and count human beings, for application in 

surveillance. For these, we first intend to subtract the background and extract the foreground of any real time 

video. 

People detection is considered an essential task in various video surveillance applications including 

crowd analysis, behavior analysis, crime prevention, and monitoring and management of peoples in public 

environments like railway stations, airports and shopping malls. Due to such vast applications, it is considered 

as one of the active research areas. However, because of different factors, including occlusions, distortions of 

scenes, various crowd distributions, and person body appearance, it is a challenging task. 
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Previously developed methods of people counting are typically based on segmentation or head 

detection. A few researchers also used feature-based methods based on the sliding window approach to detect 

and classify the person in the scene. Other researchers used feature-based methods which were designed for 
crowded conditions . After the revolution of the deep learning models , accuracy of various  tasks of computer 

vision, such as person detection and tracking, crowd behavior analysis, gesture recognition, pose estimation and 

many other surveillance applications have been remarkably observed which might vary in accuracy and high 

computational speed. 

  

II. LITERATURE SURVEY: 

Recently, Human detection methods based on deep learning techniques have exhibited state-of –the-art 

(SOTA) performance.  Most existing human detectors employ either single-stage or two-stage strategy as their 

backbone architecture. Liu W et al. proposed SSD using a single deep CNN to detect objects of various scales.  

This method separates the output space of bounding boxes over different aspecct scales and ratios for every 

extracted feature map location.  Szarvas M et al. implemented pedestrain detection using CNN.      

 

List of References those we are referred to do this project are: 

Afifi et al. implemented robust real-time pedestrian detection using YOLOv3 on collected aerial 

images from Embedded Real-Time Inference (ERTI) Challenge on Jetson TX2 and achieved more than 5 frames 

per second (fps). 

Real-time pedestrian detection using a robust Enhanced Tiny-YOLOv3 network was proposed by C.B 

Murthy. This method introduces an anti-residual module to improve the network’s feature extraction and 

bounding box loss error is minimized but fails to detect severely occluded and denser pedestrians in real-time. 

Donahue et al. designed a recurrent convolutional architecture, which cascaded a CNN with a recurrent 

model into a unified model. CNN was used to extract features of each frame, and then, these features were fed 

into LSTM step by step for modeling dynamics of the feature sequence so that it could learn video level 

representation in both spatial and temporal dimensions 
. 

Ng et al. combined the temporal feature pooling architecture with LSTM to allow the model to accept arbitrary-

length frames. 

Weng et al. proposed the CNN-2D to process salient-aware clips and fed the features extracted from the fully 

connected layer of a 3-D-CNN into LSTM for action recognition. 

 

According to the spatial–optical data organization, Yuan et al. synthesized motion trajectories, optical, 

and video segmentation into spatial–optical data and used a two-stream 3-D CNN to process synthetic data and 

RGB data separately. Then, the resulting spatiotemporal features were fed into LSTM to mine their patterns. 

In addition to 2-D CNNs used for image processing, 3-D CNNs were proposed to process videos. They 

replaced 3 × 3 convolutional kernels with those of 3 × 3 × 3 to perform 3-D convolutions over stacked frames. 
However, these methods usually have abundant parameters and need to be pretrained on a large-scale video data 

set. 

A brief literature survey shows that there has been a plenty of research in the area of video analysis and 

human action recognition. We have come a long way in the part 5-6 years after the advent of neural networks. 

Initially CNNs applied frame by frame helped in improving the accuracies as compared to the manual feature 

extraction techniques. Later 3D-CNNs further improved the accuracies of CNNs by processing multiple frames 

at a time. More recent architectures started focussing on RNNs and LSTMs to factor in the temporal component 

of the videos. Most recent architectures started incorporating attention mechanism to focus on the salient parts 

of the videos. 

Human action recognition is still a very active research area and new approaches are still trying to 

solve the issues with the current approaches. Some of the existing issues are background clutter or fast irregular 

motion in videos, occlusion, view point changes, high computational complexity and responsiveness to 
illumination changes. 

 

III. PROPOSED SYSTEM: 

Neural Network, a trending and very useful technology while in the projects for future predictions. A 

neural network is a distributed processor that consists of artificial neurons as primary processing elements. 

Neural networks can be used for many applications including pattern classification, function approximation, 

clustering, prediction/forecasting, optimization, content addressable memory. 

The main goal of the project is the implementation of a human recognition system with a camera or 

video stream. The application must be able to recognize people in real time. As an approach to solving this 

problem, deep neural networks were chosen as one of the popular methods for solving recognition problems. 
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compared with targets for determination of the magnitude of errors that are then used in the adjustment of the 

network weights .The SSD approach is based on a feed-forward convolutional network that produces a fixed 

size collection of bounding boxes and scores for the presence of object class instances in those boxes, 
followed by a non-maximum suppression step to produce the final detections. The MobileNet network 

architecture is a special class of convolutional neural models that are built using depth-wise separable 

convolutions and are therefore more lightweight in terms of their parameter count and computational 

complexity. These parameters can be used to directly influence the latency vs accuracy of the network 

depending on the end requirements of the user thereby detecting and counting the humans moving in the video 

 

Advantages of proposed system:- 

Efficient outcome as result with more accuracy. 

Used to recognize humans in difficult abnormal situations. 

Provide the count of humans moving in or out in a video. 

 

  SYSTEM DESIGN 

OVERVIEW OF SYSTEM DESIGN 

 
System Design 

Figure. 1 

 

In the above Process diagram, it shows a detailed explanation how our Project takes the Input and 

processes that and gives the Results. Here we explain it in the stepwise format, 

In order to give Input to the System/Project we have to gather data from different repositories. 

One among the repositories that we used is “Pedestrian Detection”, where it gives the human related Data like 

(human images in diff erent locations). 

The Mobile Net model was proposed by Google and is a type of base architecture highly suitable for 

embedded-based vision applications with less computing power. The Mobile Net architecture uses depth wise 
separable convolutions instead of standard convolution. This reduces the number of parameters significantly 

as compared to the network with normal convolution with the same amount of depth in the network, which 

results in lightweight deep neural networks. The activation function “Re LU '' is replaced by “ReLU6”, and 

the “Batch Normalization” layer. 

In the above Process diagram, it shows a detailed explanation how our Project takes the Input and 

processes that and gives the Results. Here we explain it in the stepwise format. 

In order to give Input to the System/Project we have to gather data from diff erent repositories. 

One among the repositories that we used is “Pedestrian Detection”, where it gives the human related Data like 

(human images in diff erent locations). 

 

ADVANTAGES: 

 Reduce ubnormal acitivities 

 To reduce cases of various viruses. 

 To maintain safety regulations. 
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IV. IMPLEMENTATION 

Alexnet has eight unreadable layers. In addition to the output layer, the model consists of five layers 

with a combination of large integration followed by three fully integrated layers, all of which are used to 
activate Relu. It has been found that using a relaxed exercise increases the speed of the training process by about 

six times. They also use stop layers to prevent overlap in their models. The model is also trained using the 

Imagenet database. The Imagenet database contains approximately 14 million images divided into 1,000 

categories. 

 

Alexnet is a deep structure; the authors added padding to keep feature maps at a minimum. Images with size 

227X227X3 are used as inputs for this model. 

 

 
Figure: 2 

 

We then apply the first layer of convolution with 96 size 11X11 filters per stride 4. The activation function used 

in this layer is the rest. Output feature map is 55X55X96. In that case, you do not know how to calculate the 

output size of the convolution layer. 

 

                          Output = ((Input filter size) / step) +1 

 
In addition to that opening function used is a relax. Now the output size remains unchanged i.e. 13X13X384. 

After that, we have a final 3X3 size conversion layer with 256 such filters. The stride and padding are set to one 

and the opening function is relax. The result map is 13X13X256. 

 

 
Figure : 3 
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After this, we have our first dropout layer. The drop-out rate is set to be 0.5. 

 

Then we have the first fully connected layer with a relu activation function. The size of the output is 4096. Next 
comes another dropout layer with the dropout rate fixed at 0.5. This followed by a second fully connected layer 

with 4096 neurons and relu activation. 

 

Finally, we have the last fully connected layer or output layer with 1000 neurons as we have 10000 classes in 

the data set. The activation function used at this layer is Softmax. This is the architecture of the Alexnet model. 

It has a total of 62.3 million learnable parameters. 

 

V. RESULTS: 

Extensive surveys are conducted with CNN-based material finders. In tests, it was found that CNN-

based acquisition models were better with accuracy than others. In some cases, it produces false positive effects 

when working with real-time video sequences. In the future, acquisition of different modern materials such as 
RCNN, Faster RCNN, SSD, RFCN, YOLO, etc. they can also be used with the data they have created to 

increase detection accuracy and reduce favorable false positives. Additionally, a single view obtained from a 

single camera cannot show a very effective result. Therefore, the proposed algorithm may be set to different 

views by multiple cameras in the future to get more accurate results 

 

 
Figure:  3 

 

BLOCK DIAGRAM OF PROPOSED SYSTEM 

A dataset made of more than 15 million high-resolution images labeled with 22 thousand classes. The 

key: web-scraping images and crowd-sourcing human labelers. ImageNet even has its own competition: the 

Large-Scale Visual Recognition Challenge (ILSVRC). This competition uses a subset of ImageNet’s images and 

challenges researchers to achieve the lowest top-1 and top-5 error rates (top-5 error rate would be the percent of 

images where the correct label is not one of the model’s five most likely labels). In this competition, data is not 

a problem; there are about 1.2 million training images, 50 thousand validation images, and 150 thousand testing 

images. The authors enforced a fixed resolution of 256x256 pixels for their images by cropping out the center 

256x256 patch of each image. 

 

 

 
 



An Efficient Deep Learning Approach for Recognizing and Computing the Humans 

www.ijres.org                                                                                                                                            269 | Page 

The below graph shows between  the training error rate and Epochs. 

 

 
 

VI. CONCLUSION: 

In this deep learning project we have proposed a system which is used to recognize humans and also 

gives the number of humans moving in or out in a captured video which is the detection object counting and 

tracking in a frame .The bulk amount of data which is collected is trained accordingly by using convolutional 

neural networks for the prediction. At present we are having many applications which can capture humans as 

well as other objects in the surroundings using a camera or CCTV in different situations, not only present but 

also in the future , but they are just for video surveillance . In our system the neural network is trained with data 

which can predict the person with great accuracy. We choose Convolutional Neural Networks because it is a self 

trained network. The Mobilenet-SSD architecture uses a series of CNN layers for detection. And further a 
tracking algorithm is used for tracking the humans moving who are detected. We are able to extend our project 

by adding a few features for the future also. 
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