
International Journal of Research in Engineering and Science (IJRES) 

ISSN (Online): 2320-9364, ISSN (Print): 2320-9356 
www.ijres.org Volume 10 Issue 4 ǁ 2022 ǁ PP. 39-48 

 

www.ijres.org                                                                                                                                               39 | Page 

Multi-Stage Residual Hiding for Image-Into-Audio 

Steganography 
 

Gali Dileep kumar, Department of Electrical and Electronics and Communication Engineering, GITAM, 

University, India. 

Tadi Rajesh Kumar, Department of Electrical and Electronics and Communication Engineering, 

GITAM University, India. 

   N.K.L. Prasanna, Department of Electrical and Electronics and Communication Engineering, GITAM 

University, India. 

G. Sai Teja, Department of Electrical and Electronics and Communication Engineering, GITAM 

University, India. 

Dr. D. Madhavi, Department of Electrical and Electronics and Communication Engineering, GITAM 

University, India. 

 

Abstract 
The extensive use of audio communication technology has sped up the transmission of audio data over the 

Internet, making it a popular carrier for covert communication. We describe a cross-modal steganography 

method for hiding image material in audio carriers while maintaining the cover audio's perceptual integrity in 

this study. The first network encodes the decreasing multilevel residual errors inside different audio 

subsequence with the corresponding stage sub-networks in our framework, while the second network decodes 

the residual errors to produce the final revealed results from the modified carrier with the relevant stage sub-

networks. Because of the gradual sparse feature of residual faults, the suggested framework's multi-stage 

architecture not only makes payload capacity control more flexible, but it also makes concealment easier. 

Qualitative research suggests that human listeners are unaffected by carrier alterations, and that the decoded 

visuals are extremely understandable. 
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I. INTRODUCTION 

A file may contain more information than it appears to have. A file may appear normal to the untrained 

eye, but expert recipients can extract additional information from it. Steganography, a technique for concealing 

hidden messages in digital carriers to promote covert communication by utilizing the redundancy of human 

perceptions, has recently been widely investigated to protect personal data. Steganography's secrecy appeals to a 

wide range of applications, including copyright certification [1] and covert communication [2]. 

The embedding approach has a big impact on faithful concealing. A wide range of steganography 

settings and methods have been proposed to achieve perfect hiding performance. For example, due to their 
simplicity, Least Significant Bit (LSB) replacement algorithms [3, 4, 5] have become particularly popular for 

steganography. Then sophisticated approaches like HUGO [6, WOW [7], and S-UNIWARD [8] appeared, 

which encoded messages in complicated textures by minimizing a well-crafted distortion function and obtained 

superior performance. The aforementioned methods, on the other hand, typically rely on domain knowledge to 

detect features for hiding secret messages in cover carriers, resulting in low payload capacities and apparent 

distortion changing. 

Deep neural networks (DNN) have been applied to steganography in recent years, with a heavy 

concentration on images. DNN-based approaches have been investigated to learn the signal properties implicitly 

rather than specifying domain knowledge explicitly. Generative Adversarial Networks (GAN) were used to 

apply deep learning to steganography for the first time [9, 10, 11, 12, and 13]. Adversarial training not only 

increases resistance to additional types of attacks, but it also improves visual performance. Several 
steganography techniques [1, 14, and 15] that embed a picture inside another image have been suggested to 

improve the payload capacities of steganography. Furthermore, as various audio applications become more 

prominent, researchers are paying increasing attention to speech steganography. In [16] optimises two neural 

networks to implant the message in the cover audio and retrieve the message from the changed carrier. [17] 
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proposes a GAN-based audio-to-audio architecture in which an encoder network and a decoder network are 

developed for frequency domain information embedding and extraction utilizing the short-time Fourier 

transform. 

In comparison to hand-crafted embedding approaches, the aforementioned deep network-based 

steganography algorithms have outperformed them. These frameworks, however, nevertheless have the 

following flaws: (1) The majority of these methods appear to be ineffective when it comes to steganography 

between different data modalities. (2) Because of the diversity of information, hiding the secret message directly 
is challenging and generally results in visible artefacts. 

To address the drawbacks of the aforementioned approaches, we offer a Deep neural network-based 

Image-To-Audio Steganography (DITAS) framework, as illustrated in Fig. 1, that consists of two multi-stage 

networks: the hidden network and the revealing network. The revealing network decodes the residual errors 

from the modified carrier with the appropriate stage sub-networks to produce the final revealed findings, while 

the hiding network encodes the decreasing residual errors inside distinct audio sub sequences with the 

corresponding stage sub-networks. is the suggested framework.  

 

 

 

 
 

 

 

 

 

 

 

                                      Figure.1.1 shows a diagram of the steganography framework. 
 

Hides the secret message in a step-by-step method, making the process easier. The suggested technique 

outperforms competing algorithms on benchmark datasets, according to experimental results. 

The following list consists of the most important contributions: 
1) We offer a revolutionary image-to-audio steganography framework based on deep learning that out performs 

current approaches in terms of hiding capabilities. 

2) The proposed technique can regulate the payload capacity more flexibly while also making the hiding process 

easier by hiding the residual faults of several tiers. 

3) Because our architecture embeds residual faults in separate audio sub sequences, the secret image can be 

restored to some extent even if part of the carrier is destroyed. 

                                                           

                                                          II.    PROPOSED METHOD 

2.1 Hiding Network 

Given a secret image S0 of size w×h and a cover audio A l, where w, h are the secret image's width and 

height, and l is the cover audio's dimension. Using a multi-stage network, we gradually integrate multilevel 
residual defects of the secret image into the cover audio. Specifically, from the cover audio sequence, t non-

overlapping audio sub sequences are initially selected, which are expressed mathematically as T1, T2,..., Tt, and 

the dimension of each subsequence is wh. The suggested framework is made up of t stages that are used to 

embed residual mistakes from the hidden image into these t sub sequences. More specifically, we hide the 

residual error between the original secret image and the revealed results from the previous i-1 stages disclosing 

sub networks for the i-th stage. The process of concealment can be described as follows: 

 

T˜ i = H (Si ,  Ti ; θ Hi ) 

 
Figure 2.1.1 Block diagram of Proposed Method 
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where H denotes the hiding network's operation and Hi denotes the parameter of the i-th stage hiding sub-

network.  T˜ i  is the concealed result (Container) that preserves the perceptual fidelity of the cover audio T˜ i, 

and Si is the i-th level residual error of the secret picture to be hidden. The residual error Si is calculated as 

follows: 

 
where S0 is the initial secret picture, Ri I > 0) is the disclosed result of the i-th stage revealing sub-network, as 

shown in the next chapter, and R0 is a zero tensor of the same size as S0. The total sum of revealed results from 

previous I steps disclosing sub-networks is denoted by Ci. 

 

 

2.2 Revealing Network 

The concealed audio subsequence T˜ I is produced after the hiding stage. In the revealing stage, the purpose of 

the revealing network is to extract the secret image from the hidden audio sequence. The revealing procedure 
can be described as follows, given the secret audio subsequence T˜ i. 

                                        Ri = R (T˜ i; θ Ri) 

  

Where R denotes the revealing network's activity and Ri denotes the parameter of the i-th stage revealing sub-

network. T I yields Ri, which is the revealed residual result. We combine the residuals Ri together to produce 

the final revealed once we acquire the residuals Ri. 

 

 

 

 

 

 

 

 

 

 

 

                                 Figure.2.2.1 shows the suggested residual block's architecture. 

 

Ci = Pi j=0 Rj is the end outcome. It's worth noting that the suggested system embeds multi-level residuals in 

separate audio sub sequences, allowing the revealed result to be recovered from the container sequence in 

stages. In other words, the sub sequences are independent between each other and even if some sub sequences 

are lost, the secret image can also be revealed to some extent, which improves the robust ness of the proposed 
method. 

 

 
                                     Fig. 2.2.2 Four experimental versions' structural details.            

       

2.3 Loss Function 

We have two main tasks in the proposed framework: one is secret picture concealing, and the other is secret 

image extraction. 

As a result, the container and the extracted entities are both constrained by two loss items. Furthermore, because 

the proposed framework has t phases, the whole loss function can be represented as 

 

                 L (θ Hi , θ Ri ) = Xt i=1 L Hi (θ Hi ) + λi L Ri (θ Ri ) 
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LHi conceals the loss of the i-th stage concealing sub-network for information concealment, while LRi reveals 

the loss of the i-th stage revealing sub-network for information extraction. The parameters of them are Hi and 

Ri. The regularisation parameter I is used to manage the tradeoff between them. The hiding loss is defined as 

follows: 

              L Hi (θ Hi) = 1 N X N i=1 k H (Si, Ti; θ Hi) – Ti k || 2
2 

               L Ri (θ Ri) = 1 N X N i=1 k R (T˜ i; θ Ri) – Si k || 2
2 

Where T˜ i = H (Si, Ti; θ Hi) indicates the container audio sequences. 

                                     

III. EXPERIMENTAL RESULTS AND ANALYSIS 

3.1 Implementation and training details 

Pre-processing is required for the one dimensional audio subsequence Ti in order to insert the secret image into 

the cover audio using convolutional methods. Two methods of audio data pre-processing are used specifically: 

1) Audio data is directly transformed into a new tensor. 2) To convert audio from the audio domain to the 

frequency domain, the Short-Time Fourier Transform (STFT) is used. 

Following the pre-processing, a tensor with the size of w × h is generated for Ti, which may be simply 

concatenated with the secret entity Si as the input of the i-th stage hidden sub network. The proposed residual 

block is used in the proposed hiding and revealing networks, as shown in Fig.2. Each convolutional layer for 

each stage hidden sub-network consists of 64 kernels of size 33, except for the last layer, which contains a single 
kernel to ensure dimensional consistency between the output and the cover audio tensor. Similarly, the revealing 

network's final convolutional layer includes 3 kernels to extract the final revealed residuals, while the remainder 

layers have 64 kernels. 

On a Titan X GPU, we train our model with Pytorch [18], a Python toolkit. All network parameters are 

optimized via adaptive moment estimation (Adam) [19]. We also set λi=0.8 

 

 

 

 

 

 

 
      

 

 

 

 

 

 

 

 

   

                                                Fig. 3.1.2 Our framework's intermediate visual outputs.  
 

0.8. To determine the best number of stages (t), we train a model with 10 stages, and Fig.4 depicts the 

relationship between performance and stage numbers, demonstrating that as the number of stages increases,  

performance development slows down, and we choose t = 5 in our model. It's worth noting that the proposed 

architecture can be trained from beginning to end. 

 

 

 

 

 

 
 

                                   Figure.3.1.1   First colour image as one input image in one case 
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                                 Figure 3.1.2 First Black and white image as input image in one case     

   
                             Figure.3.1.3   Second colour image as one input image in one case 

 

 

                             

 

 

   

 

                           Figure 3.1.4 Second Black and white image as input image in one case     

 

                    

 
 

 

 

 

 

 

 

 

 

 

 

                                                                  

                                                          Figure 3.1.5 input audio file 

 

We employ the VOC2012 [20] training set as the hidden picture and the LJ Speech dataset [21] as the cover 

audio for training. We chose two types of images as the secret image for testing: natural images (containing 

Set14 [22], LIVE1 [23], Val of VOC2012 [20], and Val of Image Net [14]) and facial photos (using CelebA 

dataset [12]). Furthermore, the cover audio is taken from the TIMIT audio dataset [24]. The patch size is set to 

6464, which is randomly cut from the training dataset, and the batch size is set to 16. For all layers, the learning 
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rate is set at 1e-4 and then reduced by a factor of three every 20 epochs. For 200 epochs, we train the entire 

network. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

         

 

 

 

 

            

 

                                              Figure 3.1.6 Images encoded in given audio file 

 

3.2 Output 

The output is obtained as given below after the audio signal is decoded by the receiver. 
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                                 Figure.3.2.1   Revealed images as output images in all cases. 

 

 

                                     Figure 3.2.2 Training progress of given first color image data 

 

 
               Figure 3.2.3 Input data normalization and accuracy and losses of given first color image data 
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                      Figure 3.2.4 Training progress of given black and white image data 

 

 
     Figure 3.2.5 Input data normalization and accuracy and losses of given black and white image data 

 
                                Figure 3.2.6 Training progress of given second color image data 

 
         Figure 3.2.7 Input data normalization and accuracy and losses of given second color image data 
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                            Figure 3.2.8 Training progress of given second black and white image data 

 
    Figure 3.2.9 Input data normalization, accuracy and losses of given second black and white image data 

                                                              

IV.CONCLUSION 

In this paper, we present a deep learning-based cross-modal image-to-audio steganography platform. 

Instead of explicitly hiding the secret image, the suggested solution embeds the secret image's residual flaws 

into the cover audio in a multi-stage fashion. The suggested method's hiding process causes residual errors to 

become increasingly sparse as the number of stages increases, which not only makes payload capacity control 

more flexible, but also makes hiding easier due to the sparsity of residual errors. 
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