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ABSTRACT- It is necessary to identifying or classifying of cancer types accurately, which is used for cancer 
treatments, diagnoses, Pathology, prognoses and research. Now a day’s accurate cancer classification is a 

challenging task normally, human cancer substance and human normal substance have different characteristics 

on their gene data. Human gene data is highly capable for cancer classification and identification. It has a high 

dimension feature and limited data samples. Here, a new self instructed algorithm is used under subordinate 
representation of human gene data for correct cancer classification or identification. In this work high 

dimension human gene data is converted the data into low dimension data. It is done by extracting the internal 

structure of gene expression data and also it using large volume of sample data. Finally cancer type is clustered 

by using the K means clustering algorithm. This self instructed algorithm with k means clustering on human 

gene which yield better accuracy in comparison to traditional approaches. 
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I. INTRODUCTION 

 

Bioinformatics field is used to understand  biological data by using techniques and bio devices. 

Understanding bioinformatics terms by concern the fields of medical related bio- science subjects.   

In these biological methodologies uses computer programming as a tool well as a specific analysis 

"pipelines" that are repeatedly used, particularly in the field of genomics. Common uses of bioinformatics 

include the identification of candidate’s genes. It also plays a major role in the analysis of gene expression and 

regulation. Bioinformatics tools used for compare, analyze and interpret the genetic data and also understanding 

of evolutionary aspects of molecular biology. It is used for analyze and catalogue the biological pathways and 

networks that are an important part of systems biology. In structural biology, it aids in the simulation and 

modeling of DNA, RNA, proteins as well as bio molecular interactions. It is an interdisciplinary field mainly 

involving molecular biology and computer science. From beginning to end the lives, healthy cells in human 
bodies divide and replace themselves in a controlled manner. When a cell is somehow altered so that it 

multiplies out of control then cancer is started.  Mass composed of a cluster of such abnormal cells is called as a 

tumor. Not all tumors are cancerous but most cancers form tumors. Noncancerous tumors act not spread to other 

parts of the body, and do not create new tumors. But cancerous tumors crowd out healthy cells and interfere 

with body functions, and draw nutrients from body tissues. Cancers continue to grow and spread by two ways. 

One is direct extension of the tumors. Another one is through a process called metastasis. 

 In this process the malignant cells travel through the lymphatic or blood  vessels eventually forming 

new tumors in other parts of the body. In worldwide cancer is a major and serious public health problem for 

human beings. In everyday there is increasing death count on worldwide due to cancer. It is necessary to 

identify   cancer types accurately for cancer diagnosis and prognosis. Accurate cancer classification has become 

more important in the field of cancer research. Traditional approaches to cancer classification concerning on 
interpretation of clinical and histopathological information of the patient. In the clinical diagnoses and 

prognoses processes it can lead to uncertain results even for the same cancer patient, because of the subjective 

interpretations and doctor’s personal experience.  . The word "Cancer" containing more than 100 diseases 

affecting nearly every part of the body, and all are potentially life- threatening diseases. The major types 

of cancer are Lung, prostate, colorectal, breast, lymphoma, bladder, melanoma, utters, ovary, renal, pancreas. 

Leukemia cancer type gene and the most commonly diagnosed cancers begin in the skin, lungs, breasts, 

pancreas and other organs. Lymphomas are cancers of lymphocytes. Leukemia is cancer of the blood. It does 
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not usually form solid tumors. Sarcomas cancer tissues appear in bone, muscle, fat, blood vessels, cartilage, or 

other soft or connective tissues of the body. These are relatively uncommon. Melanomas appear in the cells that 

create the pigment in skin Cancer. Cancer specialists those who called as oncologists encompass remarkable 
advances in cancer diagnosis, prevention, and treatment. In now a day’s more people diagnosed with cancer are 

living longer. But still, some forms of the disease remain exasperatingly difficult to treat, but now a day the 

advanced Modern treatment can extensively improve quality of life and may make longer survival 

 

II. RELATED WORK 

Q. Liao et al. [1] In this paper, it proposes a Gauss-Seidel based non-negative matrix factorization 

(GSNMF) method to beat such imbalance deficiency between features and samples. Based on the projected data, 

GSNMF iteratively projects gene expression data onto the learned subspace and it is followed by adaptively 

updating the cluster centroids. While this data projection strategy considerably reduces the influence of 

imbalance between the number of samples and the number of genes. Ever since it uses solution of a linear 

system obtained by the Gauss-Seidel method and updates each factor matrix by, it converges rapidly without 
neither complex line search nor matrix inverse operators. It analyzing the error bound and obtain a local minima 

can reduce the influence of imbalance between number of genes and number of samples for gene expression 

clustering. This method is unsatisfactorily, because it is difficult to choose primary genes based only on few 

samples. 

 

X. Zhang et al [2] In this proposed work it uses both labeled and unlabeled samples, and introduce a 

semi-supervised projective non-negative matrix factorization method (Semi-PNMF) for learn an effective 

classifier thus boosting sub sequent cancer classification performance. It incorporates statistical information and 

learns more representative subspaces and boost classification performance from the large volume of unlabeled 

samples in the learned subspace. In this project it developed a multiplicative update rule (MUR) to optimize 

Semi-PNMF and proved its convergence. In cancer data processing it afford a flexible framework for learning 

methods.  But it does not explicitly guarantee and also degrades the clustering performance by only identify the 
meta patterns of various cancers for identifying different types of tumors 

 

A. Alder et al. [3] In this framework this work uses a novel semi-supervised classification method 

‘self-training’ based fuzzy K Nearest Neighbor algorithm which  is improving the prediction accuracy of the 

cancer classification by utilizes the unlabeled samples along with the labeled samples. Proposed work 

performance  is compared with its two other supervised counterparts namely, K-NN and fuzzy KNN classifiers 

and two non-fuzzy, non-NN based methods namely SVM and Naive Bayes classifier, but this proposed work 

performance is higher than those methods But the unlabeled samples are relatively inexpensive and readily 

available.  

 

A. alder et al [4]  Here a novel local and global preserving semi supervised dimensionality reduction 
based on random subspace algorithm marked as RSLGSSDR, which utilizes random subspace for semi 

supervised dimensionality reduction, is proposed. The algorithm first designs multiple diverse graphs on 

different random subspace of datasets and then fuses these graphs into a mixture graph on which dimensionality 

reduction is performed. As the mixture graph is constructed in lower dimensionality, it can ease the issues on 

graph construction on high dimensional      samples such that it can hold complicated geometric distribution of 

datasets as the diversity of random subspaces. Experimental results on public gene expression datasets 

demonstrate that the proposed RSLGSSDR not only has superior recognition performance to competitive 

methods, but also is robust against a wide range of values of input parameters. In this paper, it presents a novel 

local and global preserving semi supervised dimensionality reduction based on RSM.  This method RSLGSSDR 

not only exploits side   efficiently, but also is robust to noise. But it is based on the local and global assumptions 

and uses Euclidean distance to define the neighborhood, so it cannot be used in real world and also data does not 

meet the demands and effects of practical use. 
 

X. Y. Chen [5]  Traditional NMF methods cannot deal with negative data and easily lead to local 

optimum because the iterative methods are adopted to solve the optimal problem .To avoid these problems of 

NMF methods, we propose graph regularized subspace segmentation method(GRSS) for clustering gene 

expression data. The global optimal solution of GRSS can be achieved by solving a Sylvester equation. , GRSS 

is also a spectral clustering-based subspace segmentation method. In this paper, it propose a novel graph 

regularized subspace segmentation method GRSS for gene expression data clustering. The main purpose of this 

paper is to solve those problems of NMF-based clustering methods and also Subspace segmentation is a 

powerful tool for clustering image the advantage of GRSS is mainly due to combining graph regularization with 



Cancer Classification of Human Gene Data under Low Rank Representation  

www.ijres.org                                                                                                                                              81 | Page 

sub space segmentation for modeling the intrinsic geometrical structure of the data   space. But there is problem 

on this method that how to select parameters of GRSS. It makes the method as the complex one. 

 

III. PROPOSED WORK 

In this proposed system introduce a new self training subspace clustering algorithm under low-rank 

representation, called SSC -LRR, for cancer classification on gene expression data. Low-rank representation 

(LRR) algorithm is first applied to extract discriminative features from the high-dimensional gene expression 

data and provide low dimensional gene expression data profiles. Then self-training subspace clustering (SSC) 

method is used to predict the cancer classification predictions. Finally the experimental result shows the 

proposed method improve the classification for the given gene expression data profiles. 

 

3.1 Dataset 

In this project GCD dataset is used, which was created by Ramaswamy et al [11] and is available at 

http://portals.broadinstitute.org/cgi bin/cancer/datasets.cgi. It consists of the gene expression profiles of 218 
tumor sample representing 14 common human cancer types, and each sample contains of 16,030 gene 

expression values. The 14 common cancer types are as they follow: 

 

Table 3.1 Cancer Types 

It is further divided into three subsets: a training subset of 

144 samples, a testing subset of 54 samples, and a subset 

of 20 poorly differentiated samples (tumors). Since the 

poorly differentiated samples might induce a biased 

evaluation result, only the well-differentiated samples are 

taken into consideration. The gene data represented as 

data matrix and the format of the matrix is X=[x1, x2, 

x3..........xn]ϵR
d*n. Here X denotes the value of the gene 

expression data In which each column is the d-

dimensional feature vector of a sample (gene expression 

data), and n is the total number of samples. It contains 

clinical data samples include 14 cancer types of different 

patients from various hospitals, each element in the matrix 

represents the pixel value of the cancer patient clinical 

readings. The samples in the dataset arranged according to 

their class labels in an ascending order. Figure 3.1 

representing the block diagram of the proposed work. 

 

 

S.No Cancer Type 

1 Lung Cancer 

2 prostate cancer 

3 colorectal cancer 

4 Breast cancer 

5 Lymphoma cancer 

6 Bladder cancer 

7 Melanoma cancer 

8 Utters cancer 

9 CNS cancer 

10 Ovary cancer 

11 Mcsothelioma  cancer 

12 Renal cancer 

13 Leukaemia cancer 

14 Pancreas cancer  

http://portals.broadinstitute.org/cgi%20bin/cancer/datasets.cgi
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    Figure 3.1 Block diagram 

 

 

3.2 Pre processing 

The gene expression contains noise of very low values and the saturation effects of very high values. 

Hence it is very hard to access the gene expression data with the noisy values. So it is very essential to pre-
process the data and remove the noise of very low values and the saturation effects of very high values. This is 

done by step by placing the gene expression  data into a specific box constraint ranging from 20 to 16,000 units 

and then excluding those genes whose ratios across samples are fewer than 5 and absolute variations across 

samples are under 500, respectively. Here the absolute variance value is finding by using the following steps: 

1. Find the mean value of the data 

2. Subtract the mean value by each row of the data 

3. Square the subtracted result 

4. Add the results together and get the absolute variance value. 

  

The mean value is calculated by using the following formula: 

      
  

 

 

   

 

  

Here, 

 n- Number of samples. 

 x- Value of the gene data. 

 N-Total length of the data 

 

The original GCM data set has a dimension of 16,030 rows and 144 columns. After the pre processing the 

dimension is reduced to 13083 rows and 144 columns. This is called R-GCM representing Reduced-GCM 
dataset.  

 

3.3 Low Rank Representation Algorithm  
Low Rank representation algorithm method seeks the lowest rank representation among all the 

candidates that can represent the data points as linear combinations of the bases in a given dictionary. Then 

nuclear norm minimization function (1) is used to minimize the rank of the representation matrix. Let  X be an 

original data matrix, among which each column is the d-dimensional feature vector of a sample (gene expression 

data in this study), and n is the total number of samples. Then LRR is performed by the following way: 
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LRR Procedure: 

 Step 1: Perform LRR on original data matrix X. First, apply LRR to the original data 

matrix X, and the decomposed low-rank matrix (Z )and sparse matrix (E )are obtained. 
 

MinZ,E||Z||+ ℓ ||E||2,1; ── (1) 

 

ℓ-Control parameter of LRR. 

 

X=XZ+E   

 

Re-arrange Z and E as Z = [Zl, Zu] and E =[El, Eu] , respectively;  

# Current Item Num<-0; // Counter of clustering iterations.  

Step2: The matrix Z can be divided into a labeled matrix and unlabeled Matrix. Similar to E Matrix can be 

divided into a labeled matrix and unlabeled Matrix. 
 

3.4 K- Means Clustering 

 

K-means clustering algorithm is performed on Z and E, respectively. The key problem for performing K-means 

is how to initialize the central points of clusters. Taking                   

 Z = [Zl, Zu] as an example, the initial point of cluster (class) I can be determined by 

     
 

Based on the initial central points of clusters obtained, perform the standard K-means algorithm on matrix Z 

until each of the unlabeled samples is clustered into one of the C clusters. According to the clustering results on 

Z, the labels of those unlabeled samples are predicted. The predicted labels of Zu, together with the labels of Zl 

form the label vector of Z, denoted as Zl. This procedure can be formulated as follows: 

  Zl = K-means(Z,distZ) 

Similarly, it can obtain the label vector of E , denoted as lE, by using the same procedure of obtaining lZ,  

  El = K-means(E,distE)  

where dist E denotes the distance metric used for clustering E . The K-means algorithm outlined above can be 

easily extended, with any other appropriate distance scales, to facilitate different application scenarios of data 

clustering problems. 
 

3.5 Self Training Procedure 

The self training procedure is introduced that having the following procedure for classification. That 

indicating selects unlabeled samples as labeled ones for next round clustering. After obtaining the clustering 

results, i.e., Zl and El, unlabeled samples to be selected is decided and used as labeled samples for the next round 

clustering. An unlabeled sample, say sample iin Zu, will be selected as the labeled data for the next round 

clustering if and only if 

  Zl =le 

where Zl is the predicted label of the unlabeled sample according to the clustering results of Zl, and i le is the 

predicted label of the unlabeled sample according to the clustering results of El. All the unlabeled samples 

satisfying  constitute the set of chosen samples, denoted as S, for next round clustering. 

 The algorithm is made with respect to S. If S =φ or current iteration number is greater than the 
predefined iteration number, the procedure is stopped and Zl is returned as the final clustering results. Otherwise, 

Z and E are updated as follows: For each selected unlabeled sample i in S , then update Zl , and u Z by moving 

uiz from Zu to Zl. Similarly, we update El and Eu by moving u from Eu to El. The updated Zl and Zu will be 

merged as new Z, and the updated El and Eu will be merged as new E, for next round clustering. After this 

update step, the procedure goes to K means clustering for next round clustering. 

    

IV. CONCLUSION & FUTURE ENHANCEMENT 

Traditional cancer classification approaches face lots of difficulties such as high dimensionality, small 

sample size, and enrichment of unlabeled samples. To overcome these difficulties, a semi-supervised self-

training subspace clustering Algorithm based on low rank representation, called SSC-LRR is proposed. LRR is 

introduced to relieve the conflictions between High-dimensionality and small sample size data features, by the 
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Extraction of the intrinsic structure of gene expression data, which are then encoded into low-dimensional 

discriminative Features. The efficiency of LRR and self-training has been examined by step wise incorporation 

of baseline K-means clustering algorithm. Then a self training procedure on evolution returns the final 
predicated clustering results. On evaluation, SSC-LRR achieved an overall accuracy 70.15% and a General 

correlation 0.712, which is 18.9% and 24.4% higher than that of the state -of-art methods. Despite the 

encouraging results of SSC-LRR, there is still considerable room for further improvement. First, more efficient 

methods are needed for identifying the intrinsic structure of gene expression data to extract more discriminative 

features for cancer classification. K-means clustering algorithm was explored in this study for implementing the 

SSC-LRR in further enhancement considering various clustering and algorithms.  
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